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Table 4-8. Timing Analysis for the 2764-20 EPROM

10-MHz 80286
1 Wait State
(Min. Provided)

2764-20 EPROM

Timing Parameter (Max. Required)

Address Access Time 200.0 ns 207.0 ns
Chip-Enable Access Time 200.0 ns 207.0 ns
Command Access Time 75.0 ns 163.5 ns
Data Float Time 55.0 ns 182.0 ns

Timing for an interleaved memory configuration or for systems using special Strobe logic
can be determined in a similar manner. It should also be noted that the timing of memory
operations using any of the three memory interface techniques can be further modified by
slowing the processor clock. An 8-MHz 80286 operating with a 15-MHz clock rather than
the usual 16-MHz clock can support 200 ns memories such as the 2764-20 EPROM at zero
wait states.

Table 4-9 shows the wait-state requirements for a variety of different Intel EPROMs for

several different memory configurations. In each configuration, a single level of data trans-
ceivers is assumed.

Table 4-9. Wait-State Requirements for Intel EPROMs

Standard Special Interleaved
EPROM Speed ALE Strobe Strobe Logic Memory System

2732A-20 12.5 MHz 2 2 1
10 MHz 1 1 1

8 MHz 1 1 0

6 MHz 1 0 0

2732A-25 12.5 MHz 2 2 2
10 MHz 2 2 1

8 MHz 1 1 1

6 MHz 1 1 1

2764A-1 12.5 MHz 2 1 1
10 MHz 1 1 1

8 MHz 1 0 0

6 MHz 0 0 0

2764A-20 12.5 MHz 2 2 1
10 MHz 1 1 1

8 MHz 1 1 0

6 MHz 1 0 0

2764A-25 12.5 MHz 2 2 2
10 MHz 2 2 1

8 MHz 1 1 1

6 MHz 1 1 1
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Figure 4-11. Generating Chip Selects for Devices without Output Enables
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If multiple chip selects are available at the device, BHE and A0 may directly control device
selection. This allows normal chip-select decoding of the address space and direct connection
of the memory read and write commands to the memory devices. Another alternative is to
use the multiple chip select inputs of the device to directly decode the address space (linear
selects) and use the separate write-strobe technique to minimize the control circuitry needed
to generate chip selects. As with the EPROMs and ROMs, the address lines connected to
the memory devices must start with A1 rather than A0 for a standard memory interface.

For an interleaved memory subsystem, the low-order address lines beginning with Al are
used as bank selects. Address lines that connect to the memory devices start with the lowest
address bit after the bank select address lines.
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Figure 4-12. Generating Chip Selects for Devices with Output Enables
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Table 4-9. Wait-State Requirements for Intel EPROMs (Cont’d.)

EPROM

Speed

Standard
ALE Strobe

Special
Strobe Logic

Interleaved
Memory System

2764A-30

27128A-11

27128A-1

27128A-20

27128A-25

27128A-30

27256-1

27256-20

27256-25

27256-30

27512-20

12.5 MHz
10 MHz
8 MHz
6 MHz

12.56 MHz
10 MHz
8 MHz

6 MHz

12.5 MHz
10 MHz
8 MHz

6 MHz

12.5 MHz
10 MHz
8 MHz

6 MHZ

12.5 MHz
10 MHz
8 MHz

6 MHz

12.5 MHz
10 MHz
8 MHz

6 MHz

12.5 MHz
10 MHz
8 MHz

6 MHz

12.5 MHz
10 MHz
8 MHz

6 MHz

12.5 MHz
10 MHz
8 MHz

6 MHz

12.5 MHz
10 MHz
8 MHz

6 MHz

12.5 MHz
10 MHz
8 MHz

6 MHz
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Table 4-9. Wait-State Requirements for Intel EPROMs (Cont’d.)

Standard Special Interleaved

EPROM Speed ALE Strobe Strobe Logic Memory System

27512-25 12.5 MHz
10 MHz
8 MHz
6 MHz

27512-30 12.5 MHz
10 MHz
8 MHz
6 MHz

—_ = NN = =PNN

=MD =2=MNDN
- A NON) = == N

Static RAM Devices

Interfacing static RAM to an 80286 CPU introduces several new requirements into the
memory design. The address lines A0 and BHE must be included in the chip-select/enable
decoding for the devices, and write timing must be considered in the timing analysis.

Data bus connections for each device must be restricted to either the upper- or lower-half of
the data bus to allow byte transfers to only one half of the data bus. Devices like the 2114
or 2142 must not be configured to straddle both the upper and lower halves of the data bus.

To allow selection of either the upper byte, lower byte, or full 16-bit word for write opera-
tion, BHE must condition selection of the upper byte and A0 must condition selection of the
lower byte. Figure 4-11 shows several techniques for selecting devices with single chip-selects
and no output-enables (2114, 2141, 2147A, 2148H/49H). Figure 4-12 shows selection
techniques for devices with both chip-selects and output-enables (2128, 2167A).

Devices without output-enables require inclusion of A0 and BHE to decode or enable chip
selects. The MRDC and MWRC commands are used to qualify chip-select generation to
prevent bus contention. Devices with common input/output pins (2114, 2142) and no output-
enable require special care to strobe chip-enable low only after write-enable is valid. Write-
enable and write data must be held valid until after chip-enable goes high.

For devices with separate input and output pins (2141, 2147, 2167A), the outputs can be
tied together and used as described in Chapter Three.

For devices with output-enables (Figure 4-12), the write command may be gated with BHE
and AO to provide upper- and lower-bank write strobes. This simplifies chip-select decoding
by eliminating BHE and AO as a condition of decode. Although both devices are enabled
during a byte write, only the appropriate high or low byte device will receive a write strobe.
No bus contention exists during reads because the read command must be issued to enable
the memory output drivers.
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TIMING ANALYSIS FOR STATIC RAMS

When interfacing static RAM devices to an 80286, write timing parameters must be consid-
ered in addition to read parameters. These additional timing parameters are:

e Address Valid to End of Write (Address Access Time)

e Chip Select to End of Write (Chip-Enable Access Time)

e Write Pulse Width (Command Access Time)

o Write Release (Address Hold From End of Write)

e Data Valid to End of Write (Write Data Access Time)

o Data Hold From End of Write (Write Data Hold Time)

By comparing these memory timing requirements to the 80286 timing values, the required
number of wait states can be determined to guarantee a reliable memory interface.

As an example, consider a standard memory interface using 2147H-1 RAM’s buffered by a
single level of 74AS245 transceivers on both inputs and outputs. Figure 4-13 shows the
memory configuration used in the analysis. Table 4-10 shows the timing requirements of the
2147H-1 RAM and the times allowed by the 80286 running with zero wait states.

The Read command access time (Data valid from read) is not applicable in this configura-
tion since WE is high throughout the cycle. MRDC merely enables the output data buffers
to transfer data to the CPU. As demonstrated by the times shown in the table, the
2147H-1 static RAM is compatible with a zero-wait-state 80286 CPU.

For slower RAM devices, special address Strobe logic or an interleaved memory configura-
tion can be used to increase the address and chip-select access times to permit operation at
zero wait states.

Pseudo-Static RAM Devices

Integrated dynamic RAM devices have many of the same characteristics as static RAM
devices, including a simple two-line control interface with output-enable and write-enable,
and a simple chip-enable and address inputs. All of the complexities of typical dynamic
RAM devices, such as row- and column-addressing, and refresh timing and arbitration, are
integrated into the devices themselves. From the system designer’s perspective, devices such
as the 2186 and 2187 iRAMs can be treated in the same manner as simple static RAM
devices.

There are several considerations when designing systems using iRAMS which differ from
designs using static RAM devices. First, the iRAM must see a single edge (“glitchless”)
transition of chip-enable (CE) at the beginning of the memory cycle to allow the iRAM to
latch addresses and to initialize several internal clocks.
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Figure 4-13. Static RAM Interface
Table 4-10. Timing Analysis for the 2147H-1 SRAM
8-MHz 80286
Timing (;;:7:;1 3’:::” 0 Wait States

- neq (Min. Provided)
Read Address Access Time 35.0 131.0
Chip-Enable Access Time 35.0 109.0
Read Command Access Time N/A N/A
Write Address Access Time 35.0 162.0
Chip-Enable Access Time 35.0 145.0
Command Access Time 20.0 105.0
Write Data Access Time 20.0 145.0
Address Hold Time 0.0 347
Write Data Hold Time 10.0 31.7
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Second, since the iRAM accepts write data on the falling edge of write-enable (WE), the
write data must be valid before write-enable is activated.

The timing analysis of iRAM systems is similar to that of static RAM systems, with the
exception that command delays may be needed in order to ensure write-data valid before
write-command active. Specific details on designing memory systems using the iRAM
are described in Application Note AP-132 “Designing Memory Systems with the
8K X 8 iRAM.”

Dynamic RAM Devices

The task of designing a dynamic RAM memory for an 80286 system is made more complex
by the requirements for address multiplexing and memory-refresh logic. Fortunately, devices
like the 8207 Advanced Dynamic RAM Controller and 82C08 CHMOS DRAM Controller
simplify this task considerably.

The 8207 Advanced Dynamic RAM Controller (ADRC) is a programmable, high-perform-
ance, systems-oriented controller designed to easily interface 16K, 64K, and 256K dynamic
RAMs to a wide range of microprocessors, including the 80286 CPU. Dual-port configura-
tions are supported by two independent ports that operate in both synchronous- and
asynchronous-processor environments. The 8207 also supports error detection and correction
using the 8206 Error Detection and Correction Unit (EDCU).

The 8207 Controller timing is optimized for maximum performance. With fast dynamic
RAMs the 8207 can run at 0 wait states for most bus operations.

As shown in Figure 4-14, the 8207 can be controlled directly by the 80286 status lines or by
82288 command outputs, and can operate synchronously or asynchronously to the system
clock. Figure 4-15 provides a block diagram for a single-port 8207 memory subsystem using
the command interface. PCTL is tied low to configure the 8207 in command mode for
compatibility with the 80286 signals. CPU status signals directly drive the read and write
inputs to the controller while the 82C284 CLK signal provides the synchronous clock. Address
lines connect directly to the controller, while data transfer is controlled by two sets of latches
between the memory banks and the CPU. A byte mark latch decodes A0 and BHE to condi-
tion the write enable signals for the high- and low-byte memory banks.

The 8207 is capable of addressing 16K, 64K, and 256K dynamic RAMs, using an inter-
leaved memory arrangement. Memory can be divided into four banks, with each bank having
its own RAS and CAS signal pair. Low-order address lines serve as bank selects to allow
interleaved memory cycles. (Figure 4-16 shows the address connections to the ADRC for all
three types of RAM devices.)

Interleaving memory cycles between different banks of RAM devices result in the access
time for a current cycle overlapping with the RAM precharge period for the previous cycle.
When back-to-back transfers to the same memory bank occur (about 6% of the time), the
8207 automatically inserts a wait state into the current cycle, adding about 6% to the overall
execution time. Slower memory devices can be used with the 8207 at zero wait states than
would be possible with RAM controllers that do not support interleaved memory access.



Intel MEMORY INTERFACING

cLock CLOCK IN CLOCK

. mil.. [>o
b
LK ___CLK
] o ] Do e - fr™
80286 S1 RD So LK D
MO LEN 80286 S1
PE M/iO | LEN
ADDR 8207 ADDR PE 8207
3 ) C
ADDRESS| ADDRESS;
LATCH[,_X'bEcoDE —:—>‘ LATCH DECODE
NOTE: .
1 LATCH NOT REQUIRED IN SINGLE-PORT MODE.
Fast-Cycle Synchronous-Status Interface Fast-Cycle Asynchronous-Status Interface

|CLOCK |

#ﬁ::[ﬁ !LK

CLK 5o
Mlls% — ‘;_532209 F—l-t'::’ﬂ.
20286 M/l OLE 6— o
ADDR PE
c -
ATCH ADDRESS
o DECODE LATCH[{ADORESS
SYNCHRONOUS 80286
Fast-Cycle Synchronous-Command Interface Fast-Cycle Asynchronous-Command Interface

210760-89

Figure 4-14. 80286-8207 Interfaces

TIMING ANALYSIS FOR THE 8207 RAM CONTROLLER

The analysis of timing for dynamic RAMs is more extensive than for a static RAM or
EPROM. The analysis must include RAS, CAS, and refresh timing as well as standard bus
interface timing. Figure 4-17 shows the memory subsystem that serves as the model for the
timing analysis in this section.

The subsystem shown in Figure 4-17 is a single-port configuration designed with an 8207
ADRC and four banks of 2118-10 16K x 1 bit dynamic RAMs. Each bank is sixteen bits
wide and is divided into a high byte (D15-8) and a low byte (D7-0). Most 8207 signals
connect directly to 80286, 82288, and 82C284 inputs and outputs. No address buffering is
required. The RAM data inputs and outputs are buffered, with the 82288 DEN and DT/R
signals controlling the output data buffers. The PEA (Port Enable A) input to the ADRC
is a non-latched chip-select driven by address-decode logic.
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Figure 4-15. 8207 Single-Port Memory Subsystem

The 8207 is programmed at reset through strapping options and a 16-bit program word.
PCTLA, PCTLB, and RFRQ are strapped high or low to program port and refresh options.
PCTLA is tied low to select command mode. (PCTLB is not shown; PEB should be strapped
high to ignore the port B interface.) RFRQ is tied high to program the 8207 for self-refresh
mode. PDI (Program Data Input) accepts a 16-bit serial bit stream containing the program
word. By strapping PDI high or low, one of two sets of default parameters are selected. The
example circuit in Figure 4-17 is programmed with the non-ECC mode default parameters

shown in Table 4-11.
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Figure 4-16. 256K, 64K, and 16K RAM Address Connections

As shown in Figure 4-18, PDI can be driven by a 16-bit serial shift register to program the
8207 for non-default operation. Sixteen bits are loaded into the register in parallel during
reset and are shifted out in serial by the 8207 program clock (PCLK).

Figure 4-19 shows the timing for three back-to-back memory cycles: a read from bank 1, a
write to bank 2, and a read from bank 2. Since the first two cycles are to different memory
banks, the RAS for the second cycle is overlapped with the RAS precharge period for the
first cycle to allow the subsystem to respond with no wait states.

In the case of back-to-back cycles to the same bank (cycles 2 and 3), the controller automat-
ically waits for the RAS precharge period between cycles before asserting RAS. AACKA
from the 8207, which must be connected to the 82C284 SRDY input, is delayed long enough
to guarantee an additional wait state to compensate for the slower subsystem response time.
The 82C284 SRDY input is used rather than the ARDY input to accommodate the critical
AACKA signal timing. "
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Figure 4-17. 128K-Byte Memory Subsystem
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Table 4-11. Non-ECC Mode Programming, PDI Pin (57) Tied to Ground

Port A is Synchronous

Port B is Asynchronous

Fast-cycle Processor Interface (80286)

Fast RAM (2118-10 compatible)

Refresh Interval uses 236 clocks

128 Row refresh in 2 ms; 256 Row refresh in 4 ms.
Fast Processor Clock Frequency (16 MHz)

““Most Recently Used” Priority Scheme

4 RAM Banks Occupied

SYSTEM \ . _
RESET /' > RESET
T PCLK
—_— 8207
[OAD _ CLK 0
PL SO SHIFT REG. pur[—{PD!
DATA IN
HEIITIEE:
1 R § ] )
| | JUMPER OPTIONS
L

210463

Figure 4-18. External Shift Register Interface

RAM timing to determine device compatibility is measured from RAS going low to data
valid at the CPU pins. Maximum allowed RAS access time is:

Maximum RAS Access Time (8207)
Timing
Symbol 6 MHz 8 MHz
3 CLK Cycles 2499 ns 187.5 ns
— RAS active delay (max) 26 —35.0 ns —35.0 ns
— 74LS640 Transceiver Delay (max) —15.0ns —15.0ns
— Read Data Setup Time (min) 8 —20.0ns —10.0ns
Maximum Allowed RAS Access Time = 187.9 ns 135.5 ns
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Figure 4-19. 128K-Byte Memory Subsystem Timing
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The corresponding CAS access time is:

Maximum CAS Access Time (8207)
Timing
Symbol 6 MHz 8 MHz
2 CLK Cycles 166.6 ns 125.0 ns
— RAS active delay (max) 34 —35.0 ns —35.0nns
— 74L.S640 Transceiver Delay (max) —15.0ns —15.0ns
— Read Data Setup Time (min) 8 —20.0ns —10.0 ns
Maximum Allowed CAS Access Time = 104.6 ns 73.0 ns

For typical DRAM devices, the CAS access time will be the limiting parameter. Table 4-12
shows the timing requirements of a typical 100 ns DRAM and the times allowed by the
80286 and 8207 operating with zero wait states.

The circuit shown in Figure 4-17 will run at 0 wait states for most memory cycles; the
subsystem will run with 1 wait state only when back-to-back accesses occur to the same
memory bank.

ERROR CORRECTION USING THE 8206 EDCU

The 8207 DRAM Controller supports error detection and correction using the 8206 Error
Detection and Correction Unit (EDCU). Figure 4-20 shows a memory subsystem using the
8206 EDCU with the 8207 DRAM Controller.

The 8207 interface to the RAM devices in ECC mode is almost identical to that in non-
ECC mode. RAM is divided into four banks with twenty-two devices in each bank. Sixteen
RAM devices store data for use by the CPU; the remaining six RAM devices store check
bits for use by the 8206 (EDCU).

During data writes, the EDCU computes a check code and writes the code into the check
RAM. During data reads, the EDCU compares the read data to the check code to detect
errors. Single-bit errors are corrected and double-bit or multiple-bit errors are flagged. The
8206 ERROR and CE (Correctable Error) signals inform the 8207 of error status.
R/W (Read/Write) and WZ (Write Zero) from the 8207 control write/read and initiali-
zation modes of the 8206. Byte marks determine whether a byte or word write is performed
by the 8206.

Table 4-12. 8-MHz Timing Analysis for the 100 ns DRAMs

8-MHz 80286
- 100 ns DRAM with 8207
Timing Parameter (Max. Required) 0 Wait States
(Min. Provided)
RAS Access Time 100 ns 135.5
CAS Access Time 50 ns 73.0
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Figure 4-20. 8207 Memory Subsystem with ECC

It is important to note that the 8206 EDCU introduces a propagation delay of 67 ns (max)
into memory cycles. The ADRC automatically compensates for the delay by inserting an
additional wait state into all bus cycles to ECC-protected memory.

DUAL-PORT MEMORY SUBSYSTEMS USING THE 8207 ADRC

The 8207 DRAM Controller contains on-chip arbitration logic to control dual-port memory
subsystems. The concept of a dual-port memory subsystem, permitting access by an 80286
over the 80286 local bus and also access by other processors over a system bus, was intro-
duced in Chapter Two.
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In dual-port mode, the 8207 must arbitrate memory requests between port A, port B, and
port C—the internal refresh port. Two port priority options can be programmed to select
which port has priority over the others in gaining access to the RAM memory array. In
addition, the 8207 supports a LOCK input to prevent a second port from gaining access to
the memory array until the port asserting the LOCK request has released the memory.

Chapter Seven contains a detailed explanation of how to configure a dual-port subsystem
between the 80286 local bus and the Multibus system bus. Specific examples are given for
a dual-port memory subsystem with error checking and correction, and specific guidelines
are given for implementing the LOCK input to the 8207 to prevent deadlock situations.

The 82C08 Advanced Dynamic RAM Controller

An alternative to using the 8207 Advanced Dynamic Ram Controller for designing DRAM
interfaces, is the 82C08 Dynamic RAM Controller. The 82C08 CHMOS DRAM controller
provides a highly integrated solution: in addition to performing refreshes, address multiplex-
ing, and control timings, it supports memory bank interleaving and can drive up to two
banks of 64K or 256K dynamic RAMs. The 82C08 CHMOS DRAM controller can inter-
face 100 ns DRAMs to a 10 MHz 80286 processor without introducing wait states. In
addition, the 82CO08 supports both power down and battery back up modes, making it useful
for low power or portable systems.

Figure 4-21 shows a memory design using the 82C08 CHMOS DRAM controller to inter-
face 100 ns DRAMs to a 10 MHz 80286 system which can run at zero wait states. In this
example, the 82C08 interfaces synchronously to the processor, which results in the best overall
performance.

The 82C284 clock generator provides the clocking for both the 82C08 and the 80286. The
status lines of the 80286 are connected to the RD and WR inputs of the 82C08.

The address lines of the 80286 connect directly to the ALO-AH8 address input pins of the
82C08. In the fast cycle (80286) mode, the 82C08 generates an internal strobe to latch the
addresses. In addition an external Latch is used to latch the A0 and BHE signals, which are
then decoded to derive the gating signals for upper and lower (byte) memory.

The least significant address line, Al, is tied directly to the bank select, BS, input. This
allows memory interleaving; Multiple bus accesses to consecutive memory addresses causes
each access to occur in alternate banks of memory. This allows overlapping the RAS
precharge of the first access behind the memory access of the next cycle.

The 82C08 performs early write memory cycles, which allows data-in and data-out pins of
the DRAMs to be tied together. Data buffers are required between the 80286 Data pins and
the DRAM data in/out pins to prevent bus contention which can occur during a read cycle
because the 82C08 CAS line drivers drive data onto the bus up to 50 ns past the end of the
bus cycle. If another bus cycle were to start immediately after a read cycle, there could be
bus contention between the processor and the DRAM controller.
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Figure 4-21. 82CO08 Interface to an 80286

Timing Analysis for the 82C08 DRAM Controller

RAM timing to determine device compatibility is measured from RAS going low to data
valid at the CPU pins (see Figure 4-22). Maximum allowed RAS access time is:

Maximum RAS Access Time
- (82C08)
Timing
Symbol 10 MHz
3 CLK Cycles 150.0 ns
— RAS active delay (max) 25 —25.0 ns
— 74AS245 Transceiver Delay (max) —7.5ns
— Read Data Setup Time (min) 8 —8.0ns
Maximum Allowed RAS Access Time = 109.5 ns
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Figure 4-22. Read Data Setup and Hold Time Waveform (CO Configuration - 100 ns DRAMSs)

The corresponding CAS access time is:

Maximum CAS Access Time
. (82C08)
Timing
Symbol 10 MHz
2 CLK Cycles 100.0 ns
— CAS active delay (max) 32 —35.0ns
— 74AS245 Transceiver Delay (max) —75ns
— Read Data Setup Time (min) 8 —8.0ns
Maximum Allowed CAS Access Time = 49.5 ns

For typical DRAM devices, the CAS access time will be the limiting parameter. Table 4-13
shows the timing requirements of a typical 100 ns DRAM and the 82C08 operating with
Zero wait states. '

The circuit shown in Figure 4-21 will run at 0 wait states for most memory cycles; the
subsystem will run with 1 wait state only when back-to-back accesses occur to the same
memory bank,

4-48



Intel . MEMORY INTERFACING

For more information refer to the 82C08 User’s Manual, order number 296039-001, and
the 82C08 CHMOS Dynamic RAM Controller Data Sheet which can be found in the Intel
Microprocessor and Perpheral Handbook, Vol. I1, order number 230843-004.

Table 4-13. 10 MHz Timing Analysis for the 100 ns DRAMs

10-MHz 80286

100 ns DRAM with 82C08-20
(Max. Required) 0 Wait States
(Min. Provided)

Timing Parameter

RAS Access Time 100 ns 109.5
CAS Access Time 25 ns 49.5
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CHAPTER 5
1/0 INTERFACING

The 80286 supports both 8-bit and 16-bit input/output devices that can be mapped into
either a special 1/O-address space or the 80286 memory-address space.

e [/O-mapping permits I/O devices to reside in a separate 64K 1/O address space. Four
special 1/O instructions are available for device communications, and the I/O Privilege
level offers I/O device protection.

+ Memory-mapping permits I/O devices to reside anywhere in the 80286 memory space.
The full 80286 instruction set can be used for I/O operations, and the full memory-
management and protection features of the 80286 can be used for device protection.

This chapter describes how to design I/O devices into an 80286 system:

o The first section of this chapter establishes the tradeoffs between I/O-mapped and
memory-mapped I/0.

¢ The second section describes several techniques for connecting data buses and generating
chip-selects for both 8-bit and 16-bit I/O devices. Various alternatives are described for
both I/O-mapped and memory-mapped devices.

e The third section discusses the timing considerations for I/O operations, and contains
examples of worst-case timing analyses.

» The fourth section contains specific 1/O interface examples, including interfaces for the
8274 Multi-Protocol Serial Controller, the 8255A Programmable Peripheral Interface,
and the 8259A Programmable Interrupt Controller.

* The last section of this chapter introduces the iSBX™ bus interface; the iSBX bus allows
single-board computer systems to be modularly expanded simply by plugging in
I/0-mapped iSBX Multimodule Boards.

1/0-MAPPING VS. MEMORY-MAPPING

The 80286 CPU is capable of supporting either I/O-mapped or memory-mapped 1/0O devices.
As outlined in the introduction, these two alternatives differ in three key respects. Although
a decision to use one alternative or another will depend on the particular requirements of
the design, the tradeoffs between these alternatives should be considered.

Address-Decoding

I/O-mapped devices reside in a separate 64K I/0O address space, whereas memory-mapped
devices reside in the full 16 Mbyte physical memory space. For this reason, the address-
decoding required to generate chip-selects for I/O-mapped devices may be simpler than that
required for memory-mapped devices.
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80286 Instruction Set

I/O-mapped devices are accessible to programmers using the IN, OUT, INS, and OUTS
instructions of the 80286. IN and OUT instructions transfer data between I/O addresses
and the AX (16-bit transfers) or AL (8-bit transfers) registers. The first 256 bytes of 1/0O
space are directly-addressable by the I/O instructions, whereas the entire I/O space (64K
bytes) can be indirectly-addressed through the DX register. INS and OUTS are string
instructions used to transfer blocks of data between memory and I/O devices. For more
information on these I/O instructions, see the 80286 Programmer’s Reference Manual.

Memory-mapped devices are accessible using the full 80286 instruction set, allowing efficient
coding of such tasks as I/O-to-memory, memory-to-1/O, and I/O-to-I/O transfers, as well
as compare and test operations.

Figure 5-1 illustrates the advantages of using memory-mapped 1/O over 1/O-mapped I/O
in performing a simple bit-manipulation task. After setting up pointers to the I/O device,
the memory-mapped I/O example accomplishes the task in a single instruction; the
I/O-mapped example requires three.

BIT-MANIPULATION FOR
1/0-MAPPED 1/0 DEVICE

SETBIT: MOV DX,STAT_REG ; point to status
IN AL,DX sy read status word
OR AL,10H ; set bit 4
ouT DX,AL ;i output status word

BIT-MANIPULATION FOR
MEMORY-MAPPED 1/0 DEVICE

SETBIT: MOV A
E

I0_SET_BASE ; 1/0 base addr
MoV X

X,
S,A i load seg base

OR ES:BYTE PTR STAT_-REG,10H
; set bit 4 of status word

Figure 5-1. Comparing Memory-Mapped and |/O-Mapped 1/0
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Device Protection

I/O-mapped devices are offered protection by the 80286 1/0O Privilege level. This privilege
level can be used either to prevent a task from accessing any I/O devices, or to permit the
task access to all of the I/O-mapped devices.

Memory-mapped devices fall under the protection of the 80286 memory-management and
protection features. Depending on how devices are mapped into the memory space, individ-
ual tasks may be given access to particular I/O devices, while other devices are either visible-
but-protected, or else mapped entirely out of the task’s visible address space. Memory-
mapping of devices thus permits more flexibility in offering protection of individual system
resources than I/O-mapping does.

INTERFACING TO 8-BIT AND 16-BIT I/0

Although the 80286 can address I/O devices as either byte (8-bit) or word (16-bit) devices,
several considerations must be observed when connecting these devices to the 80286 bus.
The following sections describe data bus connections and chip-select techniques for both
1/O-mapped and memory-mapped 1/O devices.

Address Decoding

As mentioned in the previous section, the address-decoding for I/O-mapped devices is
somewhat simpler than that for memory-mapped devices. One simple technique for decoding
memory-mapped I/O addresses is to map the entire 80286 1/O space into a 64-Kilobyte
region of the 80286 memory space. If desired, the address decoder can be configured so that
the I/O devices respond to both a memory address and an I/O address. This configuration
allows system compatibility with software using the 80286-family I1/O instructions, while
also permitting the use of software that takes advantage of memory-mapped I/O and the
80286 memory-management and protection features.

Another factor affecting decoder complexity is the particular choice of addresses for either
1/0-mapped or memory-mapped devices. Before selecting addresses for various I/O devices,
however, designers must be aware of several restricted address spaces imposed by the 80286
architecture. Figure 5-2 shows these restricted address regions for both memory-mapped and
I/O-mapped devices.

A third factor worth considering when decoding addresses is that an address decoder can be
made less complex by decoding fewer of the lower address lines, resulting in larger granu-
larity in the addresses corresponding to an individual 1/O device. The 64-K I/O address
space of the 80286 leaves plenty of freedom for allocating addresses to individual I/O devices.
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RESERVED MEMORY LOCATIONS RESERVED 1/0 LOCATIONS
FFFFFFH
DEDICATED
FFFFFOH
FFFFEFH
FFFFH
OPEN
OPEN
400H
3FFH 100H
OFFH
DEDICATED
DEDICATED
OF8H
OF7H
OPEN
000H 00OH
210760-135

Figure 5-2. Restricted Address Regions

Memory-Mapped I/0

Figure 5-3 shows a simple decoding circuit for mapping the 80286 I/0O space into a 64K
region of the 80286 memory space. This technique, described above, allows individual I/O
devices to respond to both a memory address and an I/O address. This particular circuit
maps the I/O space into the region of the 80286 memory space which corresponds to
addresses FE 0000H through FE FFFFH (this region is the second 64K region from the top
of the physical address space; the top 64K region typically contains the code for 80286
system-reset processing).

When this memory-mapping technique is used, the low sixteen address bits must still be
decoded to generate chip selects (in the same manner as for I/O-mapped devices). The IORC
and IOWC commands, rather than MRDC and MWTC, are generated by the Bus Control-
ler whenever a bus operation accesses addresses in the specified region. For this reason,
subsequent sections of this chapter will not distinguish between memory-mapped and
I/0O-mapped devices.
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Figure 5-3. Memory-Mapping I/0 Devices

The maximum decode time for the simple gating arrangement shown in Figure 5-3 is:

Maximum Decode Time for Circuit in Figure 5-3

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz
2 CLK Cycles 166.6 ns 125.0 ns 100.0 ns 80.0 ns
— Address Valid Delay (max) 13 —80.0 ns —60.0 ns —35.0ns —32.0ns
— M/IO Setup Time (min) 6 —28.0ns —22.0ns —18.0ns —15.0 ns
Maximum Decode Time = 58.6 ns 43.0 ns 47.0 ns 33.0 ns

or 43.0 ns from address valid to allow sufficient setup time for M /IO to be sampled by the
82288 Bus Controller for an 8 MHz system.

The same circuit technique shown in Figure 5-3 may be used to memory-map I/O devices
that reside on the MULTIBUS. The Bus Controller shown in the circuit would then be used
to control the MULTIBUS signals; this technique is discussed further in Chapter Seven in
conjunction with MULTIBUS I/0O.

8-Bit1/0

Although 8-bit I/O devices may be connected to either the upper- or lower-half of the data
bus, it is recommended that designers use the lower half of the data bus for 8-bit devices.
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The particular address assigned to a device determines whether byte transfers will use the
upper- or lower-half of the data bus.

» If a device is connected to the upper half of the data bus, all I/O addresses assigned to
“the device must be odd (A0 = 1).

« If the device is on the lower half of the bus, its addresses must be even (A0 = 0).

Since A0 will always be high or low for a specific device, this address line cannot be used as
an address input to select registers within a device. If a device on the upper half and a device
on the lower half of the bus are assigned addresses that differ only in AO (adjacent odd and
even addresses), A0 and BHE must be conditions of chip select decode to prevent a write to
one device from erroneously performing a write to the other. Figure 5-4 shows several
techniques for generating chip selects for I/O-mapped devices.

The first technique (a) uses separate 74AS138’s to generate chip selects for odd- and even-
addressed byte peripheral devices. If a word transfer is performed to an even-addressed device,
the adjacent odd-addressed I/O device is also selected. This allows accessing the devices
individually for byte transfers or simultaneously as a 16-bit device for word transfers. The
second technique (b) restricts the chip selects to byte transfers. Word transfers to odd
addresses, since they are performed as two byte transfers, are also permitted. The last
technique (c) uses a single 74AS138 to generate odd and even device selects for byte trans-
fers. Even device selects are generated for both byte and word transfers to even addresses.

If greater than 256 bytes of I/O space are required, additional decoding beyond what is
shown in the examples may be necessary. This can be done with additional TTL, 74AS138’s,
or PROMs. Figure 5-5 shows a PROM used as an I/O address decoder generating latched
chip-selects. The bipolar PROM is slightly slower than multiple levels of TTL (50 ns for
PROM vs. 30 to 40 ns for TTL), but provides full decoding in a single package, and allows
easy reconfiguration of the system I/O map by inserting a new PROM; no circuit board or
wiring modifications are required. By using ALE to latch the decoded chip selects, up to
62 ns are available for decoding without affecting address access timing for an 8 MHz system:

Maximum Address Decode Time
Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz
2 CLK Cycles 166.6 ns 125.0 ns 100.0 ns 80.0 ns
— Address Valid Delay (max) 13 —80.0 ns —60.0 ns —35.0ns —32.0ns
+ ALE Active Delay (min) 16 3.0ns 3.0ns 3.0ns 3.0ns
Maximum Address Decode Time = 83.6 ns 62.0 ns 62.0 ns 45.0 ns

One last technique for interfacing with 8-bit peripherals is considered in Figure 5-6. The
16-bit data bus is multiplexed onto an 8-bit bus to accommodate byte-oriented DMA or
block transfers to memory-mapped 8-bit I/O. Devices connected to this interface may be
assigned a sequence of odd and even addresses rather than all odd or all even.
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Figure 5-4. Generating 1/0 Chip Selects
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Figure 5-5. Bipolar PROM Decoder for 8-Bit or 16-Bit /0 Devices
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Figure 5-6. 16-Bit to 8-Bit Bus Conversion
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16-Bit 1/0

For efficient bus utilization and simplicity of device selection, 16-bit I/O devices should be
assigned to even addresses. As shown in Figure 5-7, both A0 and BHE should be conditions
of chip-select decode to guarantee that a device is selected only for word operations.

Linear Chip Selects

Systems with 15 or fewer I/O ports that reside only in I/O space, or that require more than
one active select (at least one low active and one high active) can use linear chip selects to
access the I/O devices. Latched address lines Al through A15 connect directly to I/O device
selects as shown in Figure 5-8.

TIMING ANALYSIS FOR 170 OPERATIONS

By analyzing the worst-case timing for 80286 I/O cycles, designers can determine the timing
requirements for various I/O devices and the need for wait states in the 80286 bus cycle.
This section explains how to perform a worst-case timing analysis for I/O operations.

Timing for 80286 1/0O cycles is identical to memory cycle timing in most respects and, like
memory timing, is dependent on a particular model. Figure 5-9 shows the model used here
to discuss worst-case timing analysis. Address and chip selects are measured from the outputs
of latches (strobed by ALE). Data valid for reads is measured at the data pins of the CPU.
Data valid for writes is measured at the data inputs to the I/O device. IORC and IOWC
are 82288 outputs. Figures 5-10 and 5-11 show I/O read and write timing for no-wait-state
operation.

ADDRESS ) ABC Og
74AS138 EVEN ADDRESSED
Ao Of G2A WORD PERIPHERALS
BAE o az8
— G1 07

210760-131

Figure 5-7. 16-Bit 1/0 Decode
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————| €8
1/0 DEVICE
1 RD
—d wr
Ay cs
A2 = K13
- 110 DEVICE
TORC d RD
ToWC b WR
(B) MULTIPLE CHIP SELECTS
210760-97

Figure 5-8. Linear Selects for 1/0 Devices

The timing parameters used in the analysis are defined as follows:

TLAVCML = Latched address valid to command active
TCMHLAX = Latched address hold from command inactive
TCMLCMH = Command pulse width

TCMLDV = Command active to data valid

TLAVDV = Latched address valid to data valid
TDVCMH = Data valid to command inactive

TCMHDX = Data hold from command inactive
TCMHDF = Data float from command inactive
TLCECML = Latched chip enable to command active
TCMHLCEX = Latched chip enable hold from command inactive
TLCEDV = Latched chip enable to data valid
TCMLCML = Interval from one operation to the next
TCMHCML = Interval between commands (not shown)

The worst-case timing values can be calculated by assuming the maximum delay in the
latched address, chip select, and command signals, and the longest propagation delay through
the data buffers (if present). These calculations provide the minimum possible access time
and can be used to determine the compatibility of I/O devices.
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Figure 5-9. 1/0 Cycle Model

Read Operations

For read operations, data must be valid at the pins of the 80286 t; ns before the falling edge
of CLK at the end of T, The important timing parameters that determine whether
I/O devices require one or more wait states are the address and command access times
required by the device before read data will be valid.

Taking into consideration the maximum propagation delay through the 74AS245 data trans-
ceivers, the worst-case address access time provided during read operations with zero wait

states is:
Minimum Address Access Time

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz
3 CLK Cycles 2499 ns 187.5 ns 150.0 ns 120. ns
— ALE Active Delay (max) 16 —25.0ns | —20.0ns | —16.0ns | —16.0ns
— Address Valid Delay (max) 13 —80.0ns | —60.0ns | —35.0ns | —32.0ns
— 74AS373 C-To-Ouput Delay (max) —115ns | —115ns | —115ns | —115ns
— 74AS245 Transceiver Delay (max) —7.5ns —7.5ns —75ns —7.5ns
— Read Data Setup Time (min) 8 —200ns | —10.0ns —8.0ns —5.0ns
Minimum Address Access Time = 184.9 ns 137.56 ns 106.0 ns 79.0 ns
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Figure 5-10. 1/0 Read Cycle Timing
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Figure 5-11. 1/0 Write Cycle Timing
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The calculations for the worst-case command access times provided during read cycles are
similar:

Minimum Command Access Time

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz
2 CLK Cycles 166.6 ns | 125.0 ns 100.0 ns 80.0 ns
— Command Active Delay from CLK (max) 29 —400ns | —25.0ns | —21.0ns | —21.0ns
— 74AS245 Transceiver Delay (max) —7.5ns —7.5ns —75ns —7.5ns
— Read Data Setup Time (min) 8 —20.0ns | —10.0ns —8.0ns —5.0ns
Minimum Command Access Time = 99.1 ns 82.5 ns 63.5 ns 46.5 ns

If wait states are inserted into every I/O cycle, access times for the relevant parameters are
increased by 2 CLK cycles for each wait state. Address, chip enable, and command times
for a single buffered system running with from zero to two wait states are shown in
Table 5-1.

Another critical timing parameter for I/O read operations is data float time. Data float time
measures the time required by the 1/O device to disable its data drivers following a read
operation. If the 80286 attempts to perform a write operation immediately following a read
from an I/O device, the I/O device must disable its data drivers before the DEN signal
from the Bus Controller re-enables the 74AS245 data transceivers, or data bus contention
will occur.

For the I/O configuration shown in Figure 5-9, the maximum data float time afforded an
I/O device is 57.5 ns. For a typical I/O device, this allowed data float time is inadequate.
However, if a buffered local bus contains only I/O devices, the 80286 cannot perform

Table 5-1. Timing Analysis for I/0 Read Operations

. 0 Wait 1 Wait 2 Wait 3 Wait
Worst-Case Access Time Speed States State States States
Address Access Time (min) 12.5 MHz 79.0 ns 159.0 ns 239.0 ns 319.0 ns

10 MHz 106.0 ns 206.0 ns 306.0 ns 406.0 ns
8 MHz 137.5ns 262.5 ns 387.5 ns 512.5 ns
6 MHz 1849 ns 351.5ns 518.1 ns 684.7 ns

Chip Select Access Time (min) 12.5 MHz 79.0 ns 159.0 ns 239.0 ns 319.0 ns
10 MHz 106.0 ns 206.0 ns 306.0 ns 406.0 ns
8 MHz 137.5ns 262.5 ns 387.5 ns 5125 ns
6 MHz 184.9 ns 351.5ns 518.1 ns 684.7 ns

Command Access Time (min) 12.5 MHz 46.5 ns 126.5 ns 206.5 ns 286.5 ns
10 MHz 63.5 ns 163.5 ns 263.5 ns 363.5 ns

8 MHz 82.5ns 207.5 ns 3325 ns 457.5 ns

6 MHz 99.1 ns 265.7 ns 432.3 ns 598.9 ns
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back-to-back read-write operations to that bus, and so the circumstances producing bus
contention will not occur. If the I/O devices share the bus with memory such as static RAMs,
then back-to-back read-write operations are possible and bus contention must be specifically
prevented.

To accommodate the data float time requirements of typical I/O devices, and thereby avoid
bus contention, the output enables of the data bus tranceivers can be delayed for the neces-
sary length of time. Figure 5-12 shows an example circuit that delays enabling the data
transceivers following a read operation to the selected I/O devices. This same circuit,
described in the previous chapter for use with memory devices, provides a maximum data
float time for a peripheral of:

Minimum Data Float Time
Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz
2 CLK Cycles 166.6ns | 125.0ns | 100.0 ns 80.0 ns
— Command Inactive Delay from CLK (max) 30 —30.0ns | —25.0ns | —20.0ns | —20.0 ns
+ 74AS245 Transceiver Enable Time (min) 2.0ns 2.0ns 20ns 2.0ns
Maximum Data Float Time = 138.6 ns | 102.0 ns 82.0 ns 62.0 ns

Write Operations

For typical write operations to an I/O device, data is latched into the device on the rising
edge of the Write command at the end of T,.. The important timing parameters that deter-
mine whether wait states are required are the address and command access times before
command high.

The worst-case address-valid to command-high access time provided during write operations
with zero wait states is:

Maximum Address Access Time

Timing - Symbol | 6 MHz 8 MHz 10 MHz | 12.5 MHz
3 CLK Cycles 2499ns | 187.5ns| 150.0ns| 120.0 ns
— ALE Active Delay (max) 16 —25.0ns | —20.0ns | —16.0ns | —16.0 ns
— 74AS373 C-To-Output Delay (max) —115ns| —11.5ns| —11.5ns| —11.5ns
+ Command Inactive Delay from CLK (min) 30 5.0 ns 5.0ns 5.0ns 5.0 ns
Maximum Address Access Time = 2184ns| 161.0ns| 127.5ns 97.5 ns
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Figure 5-12. Delaying Transceiver Enable

Worst-case command-active to command-inactive timing is calculated in a similar manner
(command timing for write opertions in not affected by buffers in the data path):

Minimum Command Pulse Width

Timing Symbol 6 MHz 8 MHz 10 MHz | 12.5 MHz
2 CLK Cycles 166.6 ns | 125.0ns| 100.0 ns 80.0 ns
— Command Active Delay from CLK (max) 29 —400ns| —25.0ns| —21.0ns | —21.0 ns
+ Command Inactive Delay from CLK (min) 30 5.0ns 5.0ns 5.0 ns 5.0ns
Minimum Command Pulse Width = 131.6ns | 105.0 ns 84.0 ns 64.0 ns
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The data-valid to command-inactive time for write operations must include data buffer delays.
The data-valid to command-inactive setup time is:

Maximum Data Setup Time
Timing Symbol 6 MHz 8 MHz 10 MHz | 12.5 MHz
3 CLK Cycles 2499ns | 187.5ns| 150.0ns| 120.0 ns
— Write Data Valid Delay (max) 14 —65.0ns | —50.0ns | —30.0ns | —30.0 ns
— 74AS245 Transceiver Delay (max) —75ns| —75ns| —75ns| —75ns
+ Command Inactive Delay from CLK (min) 30 5.0ns 5.0ns 5.0 ns 5.0 ns
Maximum Data Setup Time = 182.4ns| 1350ns| 117.5ns 87.5ns

If wait states are inserted into every I/O cycle, each of the relevant parameters for write
operations are increased by 2 CLK cycles for each wait state. Address, chip-enable, command,
and data-valid times for a single buffered system running with from zero to two wait states
are shown in Table 5-2.

The CMDLY and CEN inputs to the 82288 can significantly alter bus cycle timing. CMDLY
can delay commands to produce more address, chip enable, and (for write operations) data
setup time before a command is issued. CEN can hold commands and data buffer control
signals inactive, also altering bus cycle timing. When used, the effects of these inputs must
also be included in any worst-case timing analysis.

Table 5-2. Timing for Write Operations Using Standard ALE Strobe

. . 0 Wait 1 Wait 2 Wait 3 Wait
Maximum Accees Times Speed States State States States
Address Access Time (min) 12.5 MHz 97.5 ns 177.5ns 257.5 ns 337.5ns

10 MHz 127.5 ns 227.5ns 327.5ns 4275 ns
8MHz | 161.0ns 286.0 ns 411.0 ns 536.0 ns
6 MHz 2184 ns 385.0 ns 551.6 ns 718.2ns

Chip-Select Access Time (min) 12.5 MHz 97.5 ns 177.5ns 257.5ns 337.5ns
10 MHz 127.5ns 227.5ns 327.5 ns 427.5 ns
8 MHz 161.0 ns 286.0 ns 411.0ns 536.0 ns
6 MHz 218.4 ns 385.0 ns 551.6 ns 718.2 ns

Command Pulse Width (min) 12.5 MHz 64.0 ns 144.0 ns 224.0 ns 304.0 ns
10 MHz 84.0 ns 184.0 ns 284.0 ns 384.0 ns
8 MHz 105.0 ns 230.0 ns 355.0 ns 480.0 ns
6 MHz 131.6 ns 298.2' ns 464.8 ns 631.4 ns

Write Data Setup Time (min) 12.5 MHz 87.5ns 167.5 ns 247.5ns 327.5ns
10 MHz 117.5ns 217.5ns 317.5ns 417.5ns
8 MHz 135.0 ns 260.0 ns 385.0 ns 510.0 ns
6 MHz 182.4 ns. 349.0 ns 515.6 ns 682.2 ns
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Matching I/0 Device Requirements

The timing requirements of various I/O devices can be determined by comparing the timing
specifications for a device with the worst-case values for 80286 1/0O cycles already discussed.
From this comparison, the required number of wait states and /or command delays for both
read and write cycles can easily be determined.

Table 5-3 shows the correspondence between important 80286 timing parameters and the
timing requirements for Intel peripherals.

For an 80286 system operating at 8 MHz, two wait states are required to produce adequate
timing for typical I/O devices. One or more command delays may be required to ensure
valid chip-select and address inputs before the command becomes active. Table 5-4 shows
the wait-state and command-delay requirements of a variety of common peripherals.

1/0 INTERFACE EXAMPLES

This section shows I/O interfaces to the 8274 Multi-Protocol Serial Controller, the
8255A-5 Programmable Peripheral Interface, and the 8259A-2 Programmable Interrupt
Controller.

8274 Interface

The 8274 Multi-Protocol Serial Controller (MPSC) is designed to interface high-speed serial
communications lines using a variety of communications protocols, including asynchronous,
IBM bi-synchronous, and HDLC/SDLC protocols. The 8274 contains two independent full-
duplex channels, and can serve as a high-performance replacement for two 8251 A Universal
Synchronous/Asynchronous Receiver Transmitters (USARTS).

Table 5-3. 80286 /Peripheral Timing Parameters

80286 Peripheral Peripheral

Cycle Read Write
TLAVCML TAR TAW
TCMHLAX TRA TWA
TCMLCMH TRR TWW
TCMLDV TRD —
TCMHCML TDF TRV
TLAVDV TAD —
TCMLCML TRCYC —
TDVCMH — TDW
TCMHDX — TWD
TLCECML TAR TAW
TCMHLCEX TRA TWA
TLCEDV TRD —
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Table 5-4. Timing Requirements for Selected Peripherals

Intel Required Required
Peripheral Wait States Command Delays
8251A 2 1
8254-2 2 1
8255-5 2 0
8259A 2 0
8272 2 0
8274 2 0
8291 2 0
DO-D7 Do-D;  SERIAL
CONTROLLER
A1 A SERIAL
PCLK PERIPHERAL CS ———»} TS
I TORC w3} RD
V TOWC - | WR

Vee |y
T e

450NS
DELAY

nEser—D«:—»

|

74AS138

CAS

\ AR

MASTER

8259A

- SERIAL
CHANNEL
B
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Figure 5-13. 8274 MPSC Interface

Figure 5-13 shows the signals required to interface an 8274 MPSC to an 80286. The 8274
MPSC is accessed by the 80286 as a sequence of four 8-bit I/O-address or memory-address
locations. For interrupt operation, the 8274 can respond to 80286 interrupt-acknowledge
sequences in the same manner as an 8259A Interrupt Controller, and can be used in
conjunction with a master 8259A Interrupt Controller in a cascaded configuration.

The chip-select and address inputs (CS, A0, and Al) to the 8274 must all be latched.
Typically, address input A0 and A1 would be connected to the latched address lines Al and
A2, respectively, of the local address bus. A single level of buffering is typically used on the
8 data lines between the CPU and the 8274 MPSC.
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The 8274 RD and WR commands are connected to the TORC and IOWC outputs of the
82288 Bus Controller. To provide an acceptable CLK input for the 8274 MPSC, the 82C284
PCLK clock frequency can be divided by two and used to drive the 8274 CLK input.

For Interrupt operation, the INTA signal from the Bus Controller is also connected to the
8274 MPSC. When using the 8274 in a cascaded interrupt configuration, the IPI input from
the cascade address decoder must be valid before the falling edge of the INTA signal. A
450 ns delay circuit is used to delay INTA until this decoded CAS address becomes valid.

Further details on interfacing the 8274 MPSC to a microprocessor system can be found in
the appropriate data books. The following discussion looks at the bus timing requirements
for accessing the 8724 MPSC on a buffered 80286 local bus.

READ TIMING

The Read timing requirements for the 8274 MPSC are as follows:

TARmin = O0ns
TRAmin = Ons
TRRmin = 250 ns
TRDmax = 200 ns
TDFmax = 120 ns

A comparison of TAR (0 ns min. required) with 80286 timing (5.5 ns min. provided) shows
that no command delays are required. The command pulse width requirement (TRRmin) of
250 ns minimum indicates that at least two wait states must be inserted into the 80286 bus
cycle (command pulse width with two wait states is 310 ns). With these two wait states, read
operations to the 8274 result in a data access time of at least 315.5 ns, easily meeting the
8274 requirement for at least 200 ns.

Data float time for the 8274 MPSC is 120 ns maximum, and may necessitate the delayed-
transceiver-enable circuit shown in Figure 5-12. The circumstances requiring a delayed

transceiver-enable to accommodate lengthy data float times have been described in the
previous section on Read Operations.

WRITE TIMING

Write timing requirements for the 8274 MPSC are as follows:

TAWmin = Ons
TWAmin = Ons
TWWmin = 250 ns
TDWmin = 150 ns
TWDmin = 0 ns
TRVmin = 300 ns

The first three timing requirements (TAWmin, TWAmin, and TWWmin) are identical to
their equivalent read parameters, and require identical timing. Like Read operations, write
operations to the 8274 must have two wait states inserted into the 80286 bus cycle.
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The remaining three parameters are specific to write cycles. With two wait states, the 80286
easily exceeds the minimum 8274 data setup time (TDWmin = 150 ns) by providing at
least 255.5 ns. The 8274 requires no data hold time.

TRVmin is the recovery time between write cycles to the USART. Recovery time is required
following any mode changes or control accesses. The circuit shown, however, guarantees
only 62.5 ns between successive Write commands. The proper recovery time between succes-
sive write cycles can be obtained easily through software delays, or can be implemented in
hardware by delaying commands by an appropriate four CLK cycles.

8255A-5 Interface

Figure 5-14 shows the interface between an 8255A-5 Programmable Peripheral Interface
and an 80286. Timing parameters are as follows:

Read Timing Write Timing
TARmin = Ons TAWmin = 0ns
TRAmin = Ons TWAmin = 20 ns
TRRmin = 300 ns TWWmin = 300 ns
TRDmax = 200 ns TDWmin = 100 ns
TDFmax = 100 ns TWDmin = 30 ns

TCYCmin (Reads and Writes) = 850 ns

8255A

DATA 0-7 <:> DO-7

Al —————] 00
A2 ———————| A1

PORT A

PORT B
IORC ————0

RD
IOWC ——— 0] WR
cs

SELECT =} PORT C

1B

RESET =—————————31 RESET

210760-103

Figure 5-14. 8255A-5 Parallel Port Interface
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A bus cycle with two wait states and no command delay, and using the additional delayed-
transceiver-enable logic to delay enabling the data transceivers following a read operation,
meets all of the timing requirements except for the time between cycles (TCYCmin). This
remaining parameter can be met through an appropriate software delay or in hardware by

delaying commands the required number of CLK cycles (and inserting wait states to meet
the other requirements).

8259A-2 Interface

The 8259A-2 Programmable Interrupt Controller is designed for use in interrupt-driven
microcomputer systems, where it manages up to eight independent interrupt sources. The
8259A-2 handles interrupt priority-resolution and individual interrupt masking, and directly
supports the 80286 manner of acknowledging interrupts. During 80286 interrupt-
acknowledge sequences, the 8259A resolves the highest-priority interrupt that is currently
active, and returns a pre-programmed interrupt vector to the 80286 to identify the source of
the interrupt.

A single 8259A-2 Interrupt Controller can handle up to eight external interrupts. Multiple
8259A-2 Interrupt Controllers can be cascaded to accommodate up to 64 interrupt requests.
A technique for handling more than 64 external interrupts is discussed at the end of this
section.

Intel Application Note AP-59 contains much more detailed information on configuring an
8259A in a variety of different ways. The remainder of this section contains specific details
for interfacing an 8259A Interrupt Controller to the 80286.

SINGLE INTERRUPT CONTROLLER

Figure 5-15 shows the interface between the 80286 CPU and a single 8259A-2 Interrupt
Controller. Timing parameters for the 8259A-2 are as follows (note that symbols used in
the 8259A data sheet differ from those used for most of the other Intel peripherals):

Symbol Parameter ns
TAHRLmin AO0/CS Setup to RD/INTA Active 0
TRHAXmin AO/CE Hold from RD/INTA Inactive 0
TRLRHmin RD/INTA Pulse Width 160
TRLDVmax Data Valid from RD/INTA Active 120
TRHDZmax Data Float from RD/INTA Inactive 100
TRHRLmin End of RD to next RD or End of INTA to next 160

INTA within an INTA sequence only
TAHWLmin AO/CS Setup to WR Active 0
TWHAXmin AO0/CS Hold from WR Inactive 0
TWLWHmin WR Pulse Width 190
TDVWHmin Data Valid to WR Inactive 160
TWHDXmin Data Hold from WR Inactive 0
TWHWLmin End of WR to Next WR 190
TCHCLmin End of Command to Next Command (not same 500

type) or End of INTA Sequence to Next INTA
Sequence
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To ensure proper operation, bus operations accessing the 8259A require one wait state. No
CMDLYs are necessary. Because the 8259A requires a minimum of 500 ns (typically, two
bus cycles) between successive reads or writes, software accessing the 8259A should be
suitably written to avoid violating this requirement.

When an interrupt occurs, the 80286 CPU automatically executes two back-to-back
interrupt-acknowledge bus cycles. The timing of these interrupt-acknowledge (INTA) cycles
is described in Chapter Three. The external Ready logic must insert at least one wait state
into each INTA cycle to ensure proper 8259A timing. No CMDLYs are necessary. Between
INTA cycles, the 80286 automatically inserts three idle (T;) cycles in order to meet 8259A
timing requirements.

CASCADED INTERRUPT CONTROLLERS

Figure 5-16 shows the interface between the 80286 CPU and multiple 8259A-2 interrupt
controllers. The master Interrupt Controller resides on the local bus, while up to eight slave
controllers can be interfaced to the system bus. Slave controllers resolve priority between up
to eight interrupt requests and transmit single interrupt requests to the master controller.
The master controller, in turn, resolves interrupt priority between up to eight slave control-
lers and transmits a single interrupt request to the 80286 CPU. Up to 64 interrupt requests
can be accommodated by the configuration shown.

EXTERNAL
INTERRUPT
REQUESTS

INTR WNTA | ADDRESS INT IRo-7
COoD/INTA »| 74as373 »|cs
| DECODE Caron 8259A-2
LOGIC > 1/0 ENABLE INTERRUPT CONTROLLER
c o
RD WR INTA___A0_DO7

3
M/T0 »JcmoLy I 1 ﬁ/\"
82288 ORC

80286 <3 €0 BUS
$1, S0, M/I0 iowC
CPU — CONTROLLER
ALE i 'NTE
A1l

' DT/R__DEN W e
S <E_| ckD —I
74AS373 1

ADDR > LATCH > ADDRESS

DATA

HOLD AFTER
WRITE

DIR OE
74AS245
XCVR DATA

210760-104

Figure 5-15. Single 8259A Interrupt Controller Interface
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Figure 5-16. Cascaded 8259A Interrupt Controller Interface

The basic read/write timing for cascaded interrupt controllers is the same as for a single
interrupt controller. The timing for interrupt-acknowledge sequences, however, involves
additional signals over those required for a single interrupt subsystem.

During the first interrupt-acknowledge cycle, the master controller and all slave controllers
freeze the state of their interrupt request inputs. The master controller outputs a cascade
address that is enabled by MCE (Master Cascade Enable) from the 82288 and latched by
ALE,; the cascade address is typically gated onto address lines A8-A10 (IEEE 796 MULTI-
BUS standard). This cascade address selects the slave controller that is generating the highest-
priority interrupt request. During the second interrupt-acknowledge bus cycle, the slave
controller responding to the cascade address outputs an interrupt vector that points to an
appropriate interrupt service routine.

Chapter Seven includes details for designing systems using cascaded Interrupt Controllers
when slave controllers may reside on a system bus such as the MULTIBUS.

HANDLING MORE THAN 64 INTERRUPTS
Cascaded 8259A Interrupt Controllers can accommodate up to 64 independent interrupt

requests. 80286 systems that require more than 64 interrupts can use additional 8259A-2
devices in a polled mode.
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For example, interrupt request inputs to a slave controller can be driven by a third level of
8259A-2 controllers. When one of these additional controllers receives an interrupt request,
it drives one of the interrupt request inputs to the slave controller active. The slave controller
signals the master controller, which in turn interrupts the CPU. The interrupt identifier
received from the slave controller directs the CPU to a service routine that polls the third
level of interrupt controllers to determine the source of the request.

The only additional hardware required to handle more than 64 interrupt sources are the
additional 8259A-2 devices and address-decode logic for selecting the additional devices.
Polling is performed by writing the poll command to the appropriate 8259A-2, followed
immediately by a read command. For maximum performance, use of a third level of inter-
rupt controllers should be restricted to less-critical, less frequently-used interrupts.

THE iSBX™ BUS—A MODULAR |/0 EXPANSION BUS

The iSBX Bus is a modular I/O expansion bus that allows single-board computer systems
to be expanded simply by plugging in specialized iSBX Multimodule boards.

The iISBX Multimodule boards respond to fully-decoded chip select lines defined on the bus.
An MPST control signal indicates to the computer system that a Multimodule board is
present. Once a Multimodule board has been installed, the I/O devices on the Multimodule
board appear as an integral part of the single-board computer, and can be accessed in software.
using the standard I/O instruction set.

The timing of bus operations between an 80286 and an iSBX Multimodule Board is controlled
by the iSBX MWAIT signal. This signal is asserted to insert wait states with the 80286 bus
cycle, and can simply be inverted and used to drive the 82C284 ARDY input.

The iSBX Bus is described in the iSBX Bus Specification, Order Number 142686-002. This
document contains complete details for designing Multimodule boards compatible with the
iSBX bus standard.
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CHAPTER 6
USING THE 80287 NUMERIC PROCESSOR EXTENSION

The Intel 80287 is a high-performance numeric processor extension that extends the 80286
system by adding floating-point, extended-integer, and BCD data types. The system,
comprising an 80286 processor with an 80287 processor extension, contains over fifty
additional instructions over those of an 80286 system, and fully conforms to the proposed
IEEE 754 Floating Point Standard. The additional instructions added by the Numeric
Processor Extension are described in the 8086 Numeric Supplement as well as in the 80287
Data Sheet.

This chapter details how to design an 80286/287 system.

» The first section of this chapter describes the electrical connections of the 80287 to an
80286 system.

» The second section describes the local bus activity you may observe using the 80287 with
the 80286. This bus activity includes:

A. Interactions between the 80286 and 80287 under program control (executing ESC
instructions).

B. Interactions that occur asynchronous to the program, where the 80287 Numeric
Processor requests the transfer of operands between itself and system memory using
the 80286 Processor Extension Data Channel.

¢ The final section of this chapter describes how to design an upgradable 80286 system
with an empty 80287 socket. This system may be upgraded to an 80286/287 system simply
by inserting an 80287 into the empty socket. This section includes an example software
routine to recognize the presence of an 80287.

THE 80287 PROCESSOR EXTENSION INTERFACE
The 80287 can be connected to an 80286 system as shown in Figure 6-1.

Four important points should be observed when connecting the 80287 to an 80286 system:

1. The 80287 operates as an extension of the 80286. The 80286 executes programs in the
normal manner; the 80287 automatically executes any numeric instructions when they
are encountered.

2. The 80287 responds to particular I/O addresses (00F8H, 00FAH, and 00FCH)
automatically generated by the 80286.

3. The 80287 can be driven by a separate clock signal, independent of the 80286 clock.
This allows a higher-performance 80287 to be used if system performance requirements
warrant it.

4. Because the 80287 data lines are connected directly to those of the 80286, the buffer/
drivers driving the local data bus must be disabled when the 80286 reads from the 80287.

6-1



Intel USING THE 80287 NUMERIC PROCESSOR EXTENSION

< ajgf<f< <
Ais-Ao
—>{ RESET Vee
READY READY 80286
cPU
CLK -+ CLK
D7
-D
$1 $1 D500
. cop
so S0 & g WA
M 10 M 10 lg < c G2A
Béﬁ‘;a Busy i & PEREQ 74AS138
CONTROLLER G28 g1 o,
DEN - ] 1 Y I._—
bT R B D D D
ALE CLK
IOWC IORC Q Q Q
| BUSY | lsPEREO
NPRD @ 2 !
. = o \w
NPWR W o OF
+1DIR
RESET
RESET S D15-Do DATA TRANS-
READY 80287 CEIVERS
i SOCKET  NPS2 f—Vcc
= CLK
_Dt 82C284 . NPS1
cLock  S1
GENERATOR cMD1
CMDO
CLK CKM
-
s s28an  b———-0’
i vec———d
210760-106
Figure 6-1. 80286/20 System Configuration
The 80287

The 80287 has a number of inputs that are connected directly to the 80286. The BUSY
signal from the 80287 is connected directly to the 80286; it signals that the Processor Exten-
sion is currently executing a numeric instruction. The 80286 will not execute most ESC
instructions until this BUSY signal becomes inactive. The 80286 WAIT instruction and
most ESC instructions cause the 80286 to wait specifically until this signal becomes inactive.
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The ERROR signal from the 80287 is also connected directly to the 80286; it signals that
the previous numeric instruction caused an unmasked exception condition. The 80287 Data
Sheet describes these exception conditions and explains how these exceptions may be masked
under program control. If an exception occurs, this ERROR signal becomes active before
the BUSY signal goes inactive, signalling the end of the numeric instruction.

Addressing the 80287

When the 80286 executes an ESC instruction, the 80286 automatically generates one or
more [/O operations to the 80287’s reserved 1/O addresses. These 1/O operations take place
independent of the 80286’s current I/O privilege level.

Table 6-1 shows the particular I/O addresses reserved for the 80287 and shows how the four
processor-select and command inputs of the 80287 must be activated when these I/O
addresses are asserted. The CMDO and CMDI1 signals of the 80287 may be connected to
the latched A1 and A2 address lines, and, in addition, the NPRD and NPWR signals of the
80287 should be connected to the IORC and IOWC signals from the 82288 Bus controller,
respectively.

The 80287 Clock Input

The 80287 can operate either directly from the CPU clock or with a dedicated clock. To
operate the 80287 from the CPU clock, the CKM pin of the 80287 is tied to ground. In this
mode, the 80287 internally divides the system clock frequency to operate at one-third the
frequency of the system clock (i.e., for an 8 MHz 80286, the 16 MHz system clock is inter-
nally divided down to 5.3 MHz).

To use a higher-performance (10 MHz) 80287, the CKM pin of the 80287 must be tied
high, and an 8284A clock driver and appropriate crystal may be used to drive the 80287
with a 10 MHz, 33% duty-cycle, MOS-level clock signal on the CLK input. In this mode,
the 80287 does not internally divide the clock frequency; the 80287 operates directly from
the external clock.

Table 6-1. 1/0 Address Decoding for the 80287

1/0 Address 80287 Select and Command Inputs
(Hexadecimal) —
NPS2 NPS1 CMD1 CMDO
00F8 1 0 ) 0 0
00FA 1 0 0 1
00FC 1 0 1 0
00FE * Reserved For Future Use

NOTE: These addresses are generated automatically by the 80286. Users should not attempt to reference
these 1/O addresses explicitly, at the risk of corrupting data within the 80287.
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LOCAL BUS ACTIVITY WITH THE 80287

The 80287 operates as a parallel processor independent of the 80286, and interacts with the
80286 in two distinct ways:

1. The 80286 initiates 80287 operations during the execution of an ESC instruction. These
interactions occur under program control; thus, they are easily recognized as part of the
instruction stream.

2. The 80287 requests the 80286 to initiate operand transfers using the Processor Exten-
sion Data Channel of the 80286. These operand transfers between the 80287 and system
memory occur when the 80287 requests them; thus, they are asynchronous to the regular
instruction stream of the 80286.

Execution of ESC Instructions

When the 80286 encounters an ESC instruction, the 80286 first checks for the presence of
the Processor Extension and verifies that the Processor Extension is in the proper context. If
the BUSY status line from the 80287 is active, the 80286 waits for this signal to become
inactive before proceeding to execute the ESC instruction.

When the 80286 executes an ESC instruction, the 80286 automatically generates one or
more I/O operations to the 80287’s reserved I/O addresses. These I/O operations take place
independent of the 80286’s current I/O Privilege level or Current Privilege level. The timing
of these I/O operations is similar to the timing of any other I/O operation, with no (zero)
wait states required for successful transfers.

Figure 6-2 illustrates the timing of data transfers with the 80287.

The Processor Extension Data Channel

All transfers of operands between the 80287 and system memory are performed by the
80286’s internal Processor Extension Data Channel. This independent, DMA-like data
channel permits all operand transfers of the 80287 to fall under the supervision of the 80286
memory-management and protection model.

DATA CHANNEL REQUESTS

When the 80286 executes an ESC instruction that requires transfers of operands either to
or from the 80287, the 80286 automatically initializes the Processor Extension Data Channel,
setting the memory address base and memory address limit registers, and setting the direc-
tion flag to indicate the direction of the transfer. Once the 80826 has initialized the Proces-
sor Extension Data Channel, the Processor Extension can request operand transfers through
the Data Channel by raising PEREQ active. This request line remains high until the 80286
acknowledges the request by lowering its PEACK signal.

Figure 6-3 illustrates the timing of PEREQ and PEACK in controlling the operation of a
Data Channel transfer. PEACK always goes active during the first bus operation of a Data
Channel transfer. '
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Figure 6-2. Data Transfer Timing for the 80287

DATA CHANNEL TRANSFERS

Numeric data transfers performed by the Processor Extension Data Channel use the same
timing as any other 80286 bus cycle. Figure 6-2 illustrates operand transfers between the
80287 and system memory, placing the 16-bit operands at even-aligned word boundaries.

For each operand transfer over the Processor Extension Data Channel, two or three bus
operations are performed: one (I/O) bus operation to the 80287, and one or two bus opera-
tions to transfer the operand between the 80286 and system memory. Normally, Data Channel
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Figure 6-3. Data Channel Request and Acknowledge Timing

transfers require only two bus cycles; three bus cycles are required for each operand aligned
on an odd byte address. The timing of word transfers to odd-aligned addresses is described
in Chapter Three.

Operand transfers over the Processor Extension Data Channel may occur at any time follow-
ing an ESC instruction as long as the Processor Extension’s BUSY signal is active. Once
this BUSY signal becomes inactive, no further requests by the 80287 for the Data Channel
will occur until after the execution of a subsequent ESC instruction.

DATA CHANNEL PRIORITY

Data transfers over the Processor Extension Data Channel have a higher priority than either
programmed data transfers performed by the 80286 Execution Unit, or instruction prefetch
cycles performed by the 80286 Bus Unit.

If the 80286 is currently performing a LOCKed instruction, or is performing a two-byte bus
operation required for an odd-aligned word operand, these higher-priority operations will be
completed before the Processor Extension Data Channel takes control of the bus. The
Processor Extension Data Channel also has a lower priority than external bus requests to
the 80286 via the HOLD input.
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Performance Using 80287 Parallel Processing

Because the 80287 Numeric Processor executes instructions in parallel with the 80286, the
performance of the 80286/287 system is fairly insensitive to memory speed and the number
of wait states encountered by the 80286.

Table 6-2 illustrates how the performance of an 80286/287 system is only slightly degraded
as the number of wait states is increased. The figures shown are for an 8 MHz 80286-A1
with a 5 MHz 80287-A1 operating in Real mode. For an explanation of the Double-
Precision Whetstone Benchmark used in this test, see ‘“A Synthetic Benchmark,”
H. J. Curnow and B. A. Wichmann; Computer Journal, Volume 19, No. 1.

DESIGNING AN UPGRADABLE 80286 SYSTEM

When designing an 80286 system, it is relatively easy to design a socket for the 80287
Numeric Processor Extension that permits the system to be upgraded later to an 80286/287
system. Upgrading the system at a later date is accomplished simply by installing the 80287
Numeric Processor in its socket—no switches or strapping options are required. Using an
appropriate initialization sequence, the 80286 system can determine whether an 80287 is
present in the system, and respond accordingly. This capability allows a single design to
address two different levels of system price vs. performance.

Designing the 80287 Socket

Figure 6-1 shown previously illustrates one way to design an 80287 socket to allow upgrad-
ability. All N/C pins on the 80287 socket should be connected as shown in Table 6-3.

Recognizing the 80287

During initialization, the 80286 can be programmed to recognize the presence of the 80287
Numeric Processor Extension. Figure 6-4 shows an example of such a recognition routine.

Table 6-2. Whetstone Performance with Multiple Wait States

Performance
Number of Wait States .
dWhets® Relative to
0-Wait States
0 147.9 1.00
1 1425 0.96
2 138.5 0.94
3 135.4 0.92

*Performance shown in thousands of double-precision Whetstone instructions per second.

6-7



intgl

USING THE 80287 NUMERIC PROCESSOR EXTENSION

Table 6-3. 80287 N/C Pin Connections for Future Product Compatibilities.

Previous Pin Value Connection
Pin 1 (N/C) Vss
Pin 2 (N/C) (N/C)
Pin 3 (N/C) Vee
Pin 4 (N/C) Vss
Pin 13 (N/C) Vcee
Pin 37 (N/C) Vce
Pin 38 (N/C) Vss
Pin 40 (N/C) Vce

OBJECT MODULE PLACED IN FINDNPX.DBJ
ASSEMBLER INVOKED BY: A:\ASMB6,EXE FINDNPX.BAK

DOS 3.20 (033-N) 8086/87/88/186 MACRO ASSEMBLER V2.0 ASSEMBLY OF NODULE TEST_NPX

Loc 0BJ LINE SDURCE
{ #1 $title{'Test for presence of a Numerics Chip, Revision 1.0")
2
3 name  Test_NPX
4 extrn  dqopen:near,dqcreate:near,dqwrite:near,dqexit:near
3
000D b CR EQU ODH
000A 7 LF EQU OAH
8
s 9 stack  segment stack ‘stack’
0000 (100 10 dw 100 dup (?)
1M
)
00C8 2777 11 sst dw ? ; Top of stack label
-=-= 12 stack ends
13
- 14 data  segaent public ‘data’
0000 0000 15 status dw 0
0002 0000 16 o dw 0
0004 0000 17 teap  dw 0
0006 04 18 co_naee db 4,100
0007 3A434F3A
0008 21 19 n_npx db 33, "No BOB7, 80287, 80387 found.',CR,LF
000C 4E4F2038303837
20203830323837
20203830333837
20666F756E642E
0028 0D
0029 0A
0024 11 20 £.387 db 17, 'Found an 80387.°,CR,LF
0028 466F756E642061
6E203830333837
2 '
0034 0D
0038 0A
003C 19 21 f_npx db 25, "Found an 8087 or 80287, ,CR,LF

Figure 6-4. Software Routine to Recognize the 80287
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Lac 0Bl LINE SOURCE
003D 466F756E642061
6E203830383720
4F722038303238
372
0054 0D
0055 0A
=== 22 data  ends
23 41 $eject
24 dgroup group data,stack
25 tgroup group code

26
- 27 code  segment public ‘code’
28 assume cs:cqroup,ds:dgroup
29
0000 30 start:
0000 BB---- R 31 nov ax,dgroup
0003 BEDB 32 ROV ds,ax
0005 BEDO B nov 55,a%
0007 BCCBOO R 34 #0vV sp,offset dgroup:sst
000~ BBOSOO R 35 mov ax,offset dgroup:co_nase
000D 50 38 push ax
000E BB000O R 37 aov ax,offset dgroup:status
0011 50 38 push  ax
0012 EBOOOO E 39 call  dgcreate ; Setup file connection
0015 A30200 R 40 nov Coyax ; Save file token
0018 50 M push  ax
0019 BBO200 42 nov x,2 ; Signal write open
001C 50 43 push  ax
001D 33C0 44 xor ax,ax ; No buffers needed
001F 50 45 push  ax
0020 BBO00O R 46 mov ax,offset dgroup:status
0023 50 47 push  ax
0024 EBOO0O E 48 call  dqopen 3 Open file for writing
0027 FF360200 R 49 push  co ; Setup for call
0028 BBOBOO R 50 mov bx,offset dgroupin_npx
002E EB18 51 imp short test_npx ; Enter test code on next page
52 H
53 H Print message at [BX] then exit
54 H
0030 39 found_87_287:
0030 BB3COO R 56 (1] bx,offset dgroup:f_npx
0033 57 no_npx:
0033 58 found_387:
0033 43 99 inc bx ; Point at character string
0034 53 60 push  bx
0035 BR4TFF 61 aov al, [bx-11 3 Get count
0038 98 62 chw
0039 30 63 push  ax
0034 B8000O R b4 mov ax,offset dgroup:status
003D 50 65 push  ax
003E EBO0OO E bb call  dowrite i Print message
0041 33C0 67 xor ax, ax
0043 50 48 push  ax
0044 E£80000 E 69 rall  dgexit 3 End the program, go back to DOS
0047 CC 70 int 3 3 Just in case

71 +1 $eject

Figure 6-4. Software Routine to Recognize the 80287 (Cont'd.)
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LoC ORJ LINE SOURCE
72 H
73 H Look for an 8087, 80287, or BO3IB7 NPX.
74 H Note that we cannot execute WAIT on 8086/88 if no B0B7 is present.
75 H
0048 76 test _npx:
0048 90DBE3 7 fninit + Must use non-wait fora
0048 BE0400 R 78 nov si,offset dgroup:tesp
004E C7045A5A Iil Rov word ptr [sil,5ASAH ; Initialize tesp to non-zero value
0052 900030 80 fostsw [si] i Must use non-wait form of fstsw
Bt ; It is not necessary to useé a WAIT instruction
82 3 after fnstsw or fnstcw. Do not use one here.
0055 BO3COO 83 cep byte ptr [sil,0 ; See if correct status with zerces was read
0058 7509 84 jne no_npx ; Jump if not a valid status word, meaning no NPX
83 H
B4 H Now see if ones can be correctly written from the control word.
87 H
003/ 90D93C B8 fnstew  [sil + Look at the control word do not use WAIT form
B9 ; Do not use a WAIT instruction here!
005D 8BO4 90 sov ax,[sil ; See if ones can be written by NPX
005F 253F10 . 9 and ax, 103¢h ; See if selected parts of control word look OK
0062 3D3F00 92 cap ax, 3fh + Check that ones and zeroes were correctly read
0065 75€C 93 jne no_npx 3 Jusp if no npx is installed
94 H
95 ' Some numerics chip is installed. NPX instructions and WAIT are now safe.
94 H See if the NPX is an 8087, B0287, or BO3A7.
97 H This code is necessary if a denorsal exception handler is used or the
98 H new 80387 instructions will be used.
99 H
00467 9BDIES 100 fld1 3 Must use default control word from FNINIT
006A 9BDYEE 101 fldz ; Form infinity
006D 9BDEFY 102 fdiv ; B0B7/287 says +inf = -inf
0070 9BD9CO 103 fld st ; Fora negative infinity
0073 9BDIED 104 fchs + 80387 says +inf () -inf
0076 9BDEDY 103 fcoapp 3 Gee if they are the sase and resove thes
0079 9BDD3C 106 fstsw  [sil ; Look at status from FCOMPF
007C 8B4 107 BOV ax,[sil
007E 9E 108 sahf ; See if the infinities matched
007F T4AF 109 je found_B7_287  ; Jump if BOB7/287 is present
110 f
it H fAn BO3B7 is present. If denormal exceptions are used for an B0B7/287,
112 H they must be masked. The B0O387 will automatically norealize denoramal
113 H operands faster than an exception handler can.
114 H
0081 BB2A00 R 113 ROV bx,oftset dgroup:f_387
0084 EBAD 114 jmp found_387
117
-—== 118 code  ends
119 end start,ds:dgroup,ss:dgroup:sst

ASSEMBLY COMPLETE, NO ERRORS FOUND

Figure 6-4. Software Routine to Recognize the 80287 (Cont’d.)
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CHAPTER 7
THE SYSTEM BUS

The concept of a system bus has already been introduced in Chapter Two. A system bus
connects one or more processing elements, each of which shares access to the same system
resources. One or all of the processing elements in such a system may be 80286 subsystems.
Chapter Two outlines how the 80286 system architecture supports a system bus, and details
some of the considerations for interfacing an 80286 system to a multiprocessor system bus.

This chapter expands on the description given in Chapter Two and describes how to inter-
face an 80286 subsystem to a multimaster system bus, using the IEEE 796 MULTIBUS
protocols.

¢ The first section of this chapter discusses some of the reasons for using a system bus, and
describes the tradeoffs between placing particular system resources on a local bus or the
system bus.

+ The second section describes a particular implementation of a multiprocessor system bus,
the IEEE 796 (Intel MULTIBUS) system bus. This section also details how specific Intel
components can make the design and implementation of a MULTIBUS interface easy
and efficient.

e The third section describes three of the four principal considerations that must be taken
into account when designing an 80286 interface to the MULTIBUS. This section describes:

A. The decoding of memory and I/O references onto either the 80286 local bus or the
MULTIBUS. A technique for mapping MULTIBUS I/O into the 80286 memory
space is explained, and a byte-swapping circuit is introduced to comply with the
MULTIBUS requirements for byte transfers.

B. The decoding of interrupts and interrupt acknowledge sequences onto either the local
bus or the MULTIBUS.

¢ The fourth section describes the use of the 82289 Bus Arbiter in implementing a MULTI-
BUS interface. The Bus Arbiter coordinates the contention of the 80286 system for the
MULTIBUS, and controls the release of the MULTIBUS to other MULTIBUS proces-
sors following 80286 usage.

» The fifth section contains a timing analysis of the MULTIBUS interface, and summa-
rizes the key MULTIBUS parameters, describing how the 80286 system must be confi-
gured to meet these requirements.

¢ The sixth section discusses using dual-port memories with the MULTIBUS system bus
interface, and describes the handling of LOCK signals.

THE SYSTEM-BUS CONCEPT

Previous chapters considered single-bus systems in which a single 80286 processor connects
to memory, I/O, and processor extensions. This chapter introduces the system bus concept,
which allows several single-bus systems to be connected into a more-powerful multi-
processing system.
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In a single-bus system, a local bus connects processing elements with memory and I/O
subsystems where each processing element can access any resource on the local bus. However,
since only one processing element at a time can use the local bus, system throughput cannot
be improved by adding more processing elements. For this reason, a local bus typically
contains only one general-purpose processing element and perhaps one or more dedicated
processors, along with memory and other resources required by the processors.

A system bus can connect several processing subsystems, each of which may have their own
local bus and private resources. The system bus may also connect system resources such as
memory and I/O, which are shared equally between processing subsystems. In this way, the
system bus supports multi-processing. Since each of the processing subsystems can perform
simultaneous data transfers on their respective local buses, total system throughput can be
increased greatly over that of a single-bus system.

The system bus also establishes a standard interface, allowing computer systems to be
expanded modularly using components from different vendors. The Intel MULTIBUS, for
example, has over 100 vendors supplying over 800 board-level products that are compatible
with the MULTIBUS interface. Using the standard MULTIBUS protocols, a wide variety
of I/O devices and memory subsystems are available to expand the capabilities of 80286
systems.

Although the bulk of this chapter describes the MULTIBUS system bus, the concepts
discussed here are applicable to any system bus.

The Division of Resources

The heart of the system-bus concept is the division of resources between a processing element’s
local bus and the system bus. Typically, an 80286 subsystem that interfaces to a system bus
will have some amount of memory and perhaps other resources connected to its local bus.
An important point to consider in designing a multiprocessing system is how resources will
be divided between local buses and the system bus. An 80286 subsystem must communicate
with resources on both its local bus and the system bus. There are a number of tradeoffs
between placing a particular system resource such as memory on a single processor’s local
bus, or placing the resource on the system bus.

LOCAL RESOURCES

Resources on a local bus are accessible only by the processor controlling that local bus. This
may increase reliability, for such resources are isolated from the effects of failures occurring
in other parts of a system. System throughput can also be increased by using local resources,
since the local processor does not have to contend with other processors for the use of these
resources. In systems where several processors each have their own local memory, multiple
tasks can execute in parallel because each processor is fetching instructions from a separate
path. In an 80286 system, local memory allows the 80286 to use its capability for overlapped
memory cycles to the best effect: 80286 bus cycles can be performed in the least possible
time.
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Of course, the cost of implementing a separate memory subsystem for each processor must be
considered. In addition, some memory will have to be connected to the system bus, to allow
different processing elements to communicate with each other. Occasionally-used processor
resources may be more cost-effective if they are connected to the system bus, where their
use can be shared among several processors.

SYSTEM RESOURCES

Resources directly connected to the system bus are accessible to all processing elements on
the system bus; therefore, they can be shared efficiently among different processors. Memory
resources connected to the system bus allow processors to pass blocks of data between each
other efficiently and thus communicate asynchronously.

A disadvantage of placing resources on the system bus is that a single processor may have
to contend with other processors for access to the bus, resulting in slower access times and
reduced system throughput. Using system memory also involves a risk of memory corruption
because it is conceivable that one processing element may overwrite data being used by
another.

In view of these tradeoffs, designers must carefully consider which resources (or how much
memory) they will place on a subsystem’s local bus, and which or how much to place on the
system bus. These choices affect system reliability, integrity, throughput and performance,
and often depend on the requirements of the particular target system.

THE IEEE 796 MULTIBUS®—A MULTIMASTER SYSTEM BUS

The Intel MULTIBUS (IEEE 796 Standard) is an example of a proven, industry-standard
multiprocessing system bus that is well-tailored for 80286 systems. A wide variety of
MULTIBUS-compatible I/O subsystems, memory boards, general-purpose processing boards,
and dedicated-function boards are available from Intel to speed product development while
ensuring bus-level compatibility. Designers who choose the MULTIBUS protocols in their
system bus have a ready supply of system components available for use in their products.

The MULTIBUS protocols are completely described in the Intel MULTIBUS Specification,
Order Number 9800683-04.

The job of interfacing an 80286 subsystem to the MULTIBUS is made relatively simple by
using several components specifically adapted to handling the MULTIBUS protocols. These
interface components include:

» The 82288 Bus Controller, to generate MULTIBUS-compatible memory and I/O read/
write commands, and interrupt-acknowledge commands, as well as appropriate data and
address buffer control signals. The 82288 has a strapping option to select the MULTI-
BUS mode of operation.

o The 82289 Bus Arbiter, to handle MULTIBUS arbitration logic and to generate appro-
priate control information.

o Data Transceivers such as the 74LS640 to buffer MULTIBUS data lines (inverting
transceivers are required to conform to MULTIBUS convention).
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o Latches such as the 74AS533 to buffer MULTIBUS address lines (inverting latches are
required to conform to MULTIBUS convention).

e The 8259A Programmable Interrupt Controller, to handle hardware interrupts in
conformance with the MULTIBUS bus-vectored interrupt conventions.

These devices are functionally and electrically compatible with the MULTIBUS protocols,
and form a simple and cost-effective means of generating signals for a MULTIBUS interface.
Figure 7-1 shows how these components interconnect to interface an 80286 subsystem to the
MULTIBUS system bus.

MULTIBUS® DESIGN CONSIDERATIONS

One of the important decisions confronting a designer who is considering an implementation
of a MULTIBUS interface is the question of how to divide system resources between
resources that reside on the MULTIBUS and resources that reside on the 80286 local bus.

Typically, system resources will be split between the local bus and the system bus (MULTI-
BUS). System designers must allocate the 80286 system’s physical address space between
the two buses, and use this information to select either the 80286 local bus or the system
bus for each bus cycle.

Figure 7-2 illustrates this requirement.

Three different types of bus operations must be considered when designing this decoding
function:

1. Memory operations
2. I/O operations
3. Interrupt-acknowledge sequences

For memory and I/O operations, several additional features of the MULTIBUS must be
considered. The following paragraphs describe each of these types in detail.

Memory Operations

The decoding of memory operations to select either the local bus or the system bus is relatively
straightforward. Typically, memory resources that reside on the system bus can be allocated
to particular address windows, or ranges. An address decoder can be used to decode the
ranges of addresses for memory that resides on the system bus, and the output of this decoder
then selects either the system bus or the local bus for the current bus cycle.

Figure 7-3 illustrates how the output of the address decoder drives the 82288 Bus Controller
and 82289 Bus Arbiter circuits to selectively activate either the local bus or the system bus.
Since both the CENL input of the Bus Controller and the SYSB/RESB input of the Bus
Arbiter are internally-latched, no additional latches are required to maintain selection of the
bus for the remainder of the current bus cycle.
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Figure 7-3. Selecting the MULTIBUS® for Memory Operations

Interrupt-Acknowledge to Cascaded Interrupt Controllers

A third issue related to the division of system resources between the system bus (MULTI-
BUS) and the local bus is that of mapping interrupts between the MULTIBUS and the
local data bus. (You may recall that when an interrupt is received by the 80286, the 80286
interrupt-acknowledge sequence uses the data bus to fetch an 8-bit interrupt vector from the
interrupting 8259A Programmable Interrupt Controller.)

Designers may encounter three possible configurations:

1. All of the subsystem’s Interrupt Controllers (one master and perhaps one or more slaves)
reside on the local bus, and, therefore, all interrupt-acknowledge cycles are routed to
the local bus.

2. All “terminal” Interrupt Controllers reside on the MULTIBUS system bus (either all
8259A Interrupt Controllers reside on the MULTIBUS bus, or a master 8259A resides
on the local bus but services interrupts only from slave 8259A Interrupt Controllers that
themselves reside on the MULTIBUS), and so all interrupt-acknowledge cycles are
automatically routed to the MULTIBUS.
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Figure 7-4. Memory-Mapping the MULTIBUS® I/0

3. Some slave Interrupt Controllers reside on the subsystem’s local bus, and others reside on
the MULTIBUS. In this case, the subsystem’s hardware must decode the Master Inter-
rupt Controller’s cascade address and select the appropriate bus for the interrupt-
acknowledge cycles.

In the first two cases, the implementation is relatively straightforward; all interrupt-
acknowledge bus operations can be automatically directed onto the appropriate bus. If one
of these two configurations is envisioned for the system you are designing, you can skip this
section and continue on. If, however, your 80286 subsystem will have a master 8259A Inter-
rupt Controller on the local bus and at least one slave 8259A Interrupt Controller connected
to the MULTIBUS, you should read this section to discover how to handle the direction of
interrupt-acknowledge bus cycles onto either the MULTIBUS or the local bus.

First, a review of the operation of the 80286 processor and the master and slave 8259A
Interrupt Controllers during an interrupt-acknowledge sequence.

The 80286 responds to an INTR (interrupt) input by performing two INTA bus operations.
During the first INTA operation, the master 8259A Interrupt Controller determines which,
if any, of its slaves should return the interrupt vector, and drives the cascade address pins to
select the appropriate slave Interrupt Controller. During the second INTA cycle, the 80286
reads an eight-bit interrupt vector from the selected Interrupt Controller and uses this vector
to respond to the interrupt.

In 80286 systems where slave Interrupt Controllers may reside on the MULTIBUS, the
three cascade address lines from the master 8259A Interrupt Controller must be decoded to
select whether the current interrupt-acknowledge (INTA) sequence will require the
MULTIBUS.
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If the MULTIBUS is selected, the 82289 Bus Arbiter must be signalled first to request the
MULTIBUS, and then enable the MULTIBUS address and data transceivers to port the
remainder of the first and the second INTA cycles onto the MULTIBUS. The cascade
address lines from the master 8259A Interrupt Controller (CASO, CAS1, and CAS2) are
gated onto the local bus address lines A8, A9, and A10 (MULTIBUS address lines ADRS,
ADRY, and ADRA), respectively, using tri-state drivers.

Figure 7-5 shows an example of a circuit that performs this decoding function during inter-
rupt-acknowledge sequences. This circuit also addresses some of the critical timing neces-
sary in the case of a master 8259A Interrupt Controller gating a cascade address onto the
MULTIBUS.

The timing of the basic interrupt-acknowledge cycle is described in Chapter Three. During
the first INTA cycle, the cascade address from the master 8259A Interrupt Controller resid-
ing on the local bus becomes valid within a maximum of 565 ns following the assertion of
the INTA signal from the Bus Controller. Once this address becomes valid, it must be decoded
to determine whether the remainder of the INTA sequence should remain on the local bus,
or should take place on the MULTIBUS. Using the cascade-decode logic shown in Figure
7-5, the decode delay adds an additional 30 ns, for a total of 595 ns from INTA to bus-
select valid. The local bus Ready logic must therefore insert at least 4 wait states into the
first INTA cycle before the cascade address becomes valid and the local- or MULTIBUS-
select becomes valid.

If the local bus is selected for the remainder of the INTA sequence, the first INTA cycle
can be terminated immediately. If the MULTIBUS is selected, however, the first INTA bus
cycle must still be extended while it is ported onto the MULTIBUS in order to properly
condition the slave Interrupt Controllers on the MULTIBUS.

The circuit shown in Figure 7-5 shows how the MULTIBUS 82289 Bus Arbiter and 82288
Bus Controller are selected to allow this “delayed startup” of the MULTIBUS INTA bus
cycle. The CMDLY input to the 82288 is used as a select input that is sampled repetitively
by the 82288; the CENL input can be tied high. Once the MULTIBUS has been selected,
the MULTIBUS XACK signal should be used to terminate the bus operation.

During the second INTA bus cycle, the Master Cascade Enable (MCE) output of the 82288
Bus Controller becomes active to gate the cascade address onto address lines A8, A9, and
A10. This MCE enable signal stays active one clock cycle longer than the ALE signal,
allowing the cascade address to be properly captured in the MULTIBUS address latches.
The MCE signal becomes active only during INTA cycles—no additional logic is required
to properly enable the cascade address onto the address bus during INTA cycles.

Byte-Swapping During MULTIBUS® Byte Transfers

The MULTIBUS standard specifies that during all byte transfers, the data must be trans-
ferred on the lower-eight data lines (MULTIBUS DATO through DAT?7), whether the data
is associated with an even (low-byte) or odd (high-byte) address. For 16-bit systems, this
requirement means that during byte transfers to odd addresses, the data byte must be
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Figure 7-5. Decoding Interrupt-Acknowledge Sequences

“swapped” from the high data lines (local bus D8 through D15) onto the low data lines (DO
through D7) before being placed on the MULTIBUS, and then “swapped” back onto the
high data lines when being read from the MULTIBUS. This byte-swapping requirement
maintains compatibility between 8-bit and 16-bit systems sharing the same MULTIBUS.

Because of this byte-swapping requirement, the MULTIBUS BHEN signal differs in defini-
tion from the BHE signal on the 80286 local bus. Table 7-1 illustrates the differences between
these two signals. Notice the difference that appears for byte transfers to odd addresses.

For 80286 systems, this MULTIBUS byte-swapping requirement is easily met by using only
an additional data transceiver and necessary control logic.
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Table 7-1. Local Bus and MULTIBUS® Usage of BHE/BHEN

- sSOE Transfer AREa T V] Transfer
Bus Operation AO HE Oceurs On ADRO BHEN Occurs On
Word Transfer L L All 16 H L All 16
data lines data lines
Byte Transfer to L H Lower 8 H H Lower 8
Even Address data lines data lines
Byte Transfer to H L Upper 8 L H Lower 8
0Odd Address data lines data lines

Figure 7-6 shows how this byte-swapping circuit can be implemented for the 80286 as a bus
master. The three signals that control this byte-swapping function are the Data Enable
(DEN), MULTIBUS Byte High Enable (BHEN), and MULTIBUS Address bit 0 (ADRO).
The 82288 Bus Controller always disables DEN between bus cycles to allow the data trans-
ceivers to change states without bus contention. The MULTIBUS BHEN and ADRO signals
are used instead of the local bus BHE and A0 because the MULTIBUS signals are latched
for the duration of the bus operation. Figure 7-6 also shows the generation of the MULTI-
BUS BHEN Signal from the local bus BHE and AO signals.

Implementing the Bus-Timeout Function

The MULTIBUS XACK signal terminates 80286 bus operations on the MULTIBUS by
driving the ARDY input to the 82288 Bus Controller. If the 80286 should happen to address
a non-existent device on the MULTIBUS, however, the XACK signal may never be activated.
Without a bus-timeout protection circuit, the 80286 could wait indefinitely, tying up the
MULTIBUS from use by other bus masters as well.

The bus-timeout function provides a simple means of ensuring that all MULTIBUS opera-
tions eventually terminate. Figure 7-7 shows one implementation of a bus-timeout circuit
using one-shots. If the MULTIBUS XACK signal is not returned within a finite period, the
bus-timeout signal is activated to terminate the bus operation.

When a bus-timeout occurs, the data read by the 80286 may not be valid. For this reason,
the bus-timeout circuit may also be used to generate an interrupt to prevent software from
using invalid data.

Power Failure Considerations

The MULTIBUS interface provides a means of handling power failures by defining a Power
Fail Interrupt (PFIN) signal and other status lines, and by making provisions for secondary
or backup power supplies.
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Figure 7-6. Byte-Swapping at the MULTIBUS® Interface

Typically, the Power Fail Interrupt (PFIN) from the MULTIBUS is connected to the NMI
interrupt request line of the CPU. When a power failure is about to occur, this interrupt
enables the 80286 CPU to immediately save its environment before falling voltages and the
MULTIBUS Memory Protect (MPRO) signal prevent any further memory activity. In
systems with memory backup power or non-volatile memory, the 80286 environment can be
saved for the duration of the powerfail condition.
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Figure 7-7. Implementing the Bus-Timeout Function

When the AC power is restored, the power-up RESET sequence of the 80286 CPU can
check the status of the MULTIBUS Power Fail Sense Latch (PFSN) to see if a previous
power failure has occurred. If this latch is set low, the 80286 can branch to a powerup
routine that resets the latch using Power Fail Sense Reset (PFSR), restores its environment,
and resumes execution.

Further guidelines for designing 80286 systems with power-failure features are contained in
the Intel MULTIBUS Specification referred to previously.

MULTIBUS® ARBITRATION USING THE 82289 BUS ARBITER

The MULTIBUS protocols allow multiple processing elements to contend with each other
for the use of common system resources. Since the 80286 does not have exclusive use of the
MULTIBUS, when the 80286 processor occasionally tries to access the MULTIBUS, another
bus master will already have control of the bus. When this happens, the 80286 will have to
wait before accessing the bus.

The 82289 Bus Arbiter provides a compact solution to controlling access to a multi-master
system bus. The Bus Arbiter directs the processor onto the bus and also allows both higher-
and lower-priority bus masters to acquire the bus. The Bus Arbiter attains control of the
system bus (eventually) whenever the 80286 attempts to access the bus. (The previous section
reviewed some techniques to determine when the processor is attempting to access the system
bus.) Once the Bus Arbiter receives control of the system bus, the 80286 can proceed to
access specific resources attached to the bus. The 82289 Bus Arbiter handles this bus
contention in a manner that is completely transparent to the 80286 processor.
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Gaining Control of the MULTIBUS®

In an 80286 subsystem using an 82289 Bus Arbiter, the 80286 processor issues commands
as though it had exclusive use of the system bus. The Bus Arbiter keeps track of whether
the subsystem indeed has control of the system bus, and if not, prevents the 82288 Bus
Controller and address latches from accessing the bus. The Bus Arbiter also inhibits the
82C284 Clock Generator, forcing the 82286 processor into one or more wait states.

When the Bus Arbiter receives control of the system bus, the Bus Arbiter enables the ARDY
input of the Clock Generator, and enables the 82288 Bus Controller and address latches to
drive the system bus. Once the system bus transfer is complete, a transfer-acknowledge
(XACK) signal is returned by the MULTIBUS, signalling to the processor that the transfer
cycle has completed. In this manner, the Bus Arbiter multiplexes one bus master onto the
multi-master bus and avoids contention between bus masters.

Since many bus masters can be on a multi-master system bus, some means must be provided
for resolving priority between bus masters simultaneously requesting the bus. Figure 7-8
shows two common priority-resolution schemes: a serial-priority and a parallel-priority
technique.

The serial-priority resolution technique consists of a daisy-chain of the 82289 Bus Priority
In (BPRN) and Bus Priority Out (BPRO) signals. Due to delays in the daisy-chain, however,
only a limited number of bus masters can be accommodated using this technique.

In the parallel-priority resolution technique, each 82289 Bus Arbiter makes independent bus
requests using its Bus Request (BREQ) signal line. An external bus-priority resolution circuit
determines the highest-priority bus master requesting the bus, and grants that master control
of the bus by setting BPRN low to that bus master. Any number of bus masters can be
accommodated using this technique, limited only by the complexity of the external resolu-
tion circuitry.

Other priority-resolution schemes may also be used. Intel Application Note AP-51 describes
in greater detail these techniques for resolving the priority of simultaneous bus requests.

Figure 7-9 shows the timing of a bus exchange for the parallel-priority resolution scheme
shown in Figure 7-8. In the timing example, a higher-priority bus master requests and is
granted control of the bus from a lower-priority bus master.

From the perspective of an individual MULTIBUS subsystem, the subsystem has been
granted the bus when that subsystem’s BPRN input from the MULTIBUS falls low (active).
For the purpose of designing an 80286 sybsystem for the MULTIBUS, the BPRN signal is
sufficient, and a designer need not be concerned with the particular priority-resolution
technique implemented on the MULTIBUS system. The 82289 Bus Arbiter releases the bus
if BPRN becomes HIGH at the end of the current bus sequence, under the control of this
external arbitration device.
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Figure 7-8. Two Bus Priority-Resolution Techniques

Releasing the Bus—Three 82289 Operating Modes

Following a transfer cycle using the system bus, the 82289 Bus Arbiter can either retain
control of the system bus or release the bus for use by some other bus master. The Bus
Arbiter can operate in one of three operating modes, each of which defines different condi-

tions under which the Bus Arbiter will relinquish control of the system bus.
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Figure 7-9. Bus Exchange Timing for the MULTIBUS®

Table 7-2. Three 82289 Operating Modes for Releasing the Bus

Conditions under which the Bus

Operating Mode Arbiter releases the system bus’

Mode 1 The Bus Arbiter releases the bus at the end of each transfer cycle.
Mode 2 The Bus Arbiter retains the bus until:

« a higher-priority bus master requests the bus, driving BPRN high.

« alower-priority bus master requests the bus by pulling the CBRQ low.

Mode 3 The Bus Arbiter retains the bus until a higher-priority bus master requests
the bus, driving BPRN high. (In this mode, the Bus Arbiter ignores the
CBRQ input.

*The LOCK input to the Bus Arbiter can be used to override any of the conditions shown in the table. While
LOCK is asserted, the Bus Arbiter will retain control of the system bus.

Table 7-2 defines the three operating modes of the 82289 Bus Arbiter, and describes the
conditions under which the Bus Arbiter relinquishes control of the MULTIBUS. The follow-
ing sections describe how to configure the Bus Arbiter in any one of these modes, and also
describe a way to switch the Bus Arbiter between Modes 2 and 3 under program control
from the 80286.

The decision to configure the 82289 Bus Arbiter in one of these three modes, or to configure
the Bus Arbiter in a fourth manner, allowing switching between modes 2 and 3, is a choice
left up to the individual designer. This choice may affect the throughput of the individual
subsystem, as well as the throughput of other subsystems sharing the bus, and system
throughput as a whole.
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This performance impact occurs because a multi-processor system may have appreciable
overhead when a processor requests and takes control of the MULTIBUS. Figure 7-10 illus-
trates the effect of bus set-up and hold times on bus efficiency and throughput.

When to Use the Different Modes

The various operating modes of the Bus Arbiter allow the designer to optimize a subsystem’s
use of the MULTIBUS to its own needs and to the needs of the system as a whole.

Mode 1, for example, would be adequate for a subsystem that needed to access the MULTI-
BUS only occasionally; by releasing the bus after each transfer cycle, the subsystem would
minimize its impact on the throughput of other subsystems using the bus.

Mode 2 would be ideal for a subsystem that shared the MULTIBUS with a pool of other
bus masters, all of roughly equal priority, and all equally likely to request the bus at any
given time. The performance improvement of retaining the bus in case of a second or subse-
quent access to the bus would be matched to the performance impact of other bus masters,
who may have to request the bus from the controlling Bus Arbiter, and thus suffer the
ensuing hold delays.

Mode 3 would be ideal for a system that is likely to be using the MULTIBUS a high
percentage of the time. The performance advantages of retaining control of the bus would
outweigh the chances of other, lower-priority devices waiting longer periods to gain access
to the MULTIBUS.

SET-UP N TRANSFER®
TIME CYCLE

AN ISOLATED TRANSFER ON THE SYSTEM BUS.

€ (5D €D €D (55 €2 €D (5 €D €D
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Figure 7-10. Effects of Bus Contention on Bus Efficiency
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A fourth alternative, that of allowing a processor to switch its Bus Arbiter between Mode 2
and Mode 3, offers even more flexibility in optimizing system performance where such
performance might be subject to experimentation, or where MULTIBUS traffic might be
sporadic.

To summarize the preceeding discussion, the decision to use one or another of the four Bus
Arbiter configurations depends on the relative priorities of processors sharing the bus, and
on the anticipated traffic each processor may have for the bus. In order to optimize the
sharing of the MULTIBUS between several bus masters, designers are urged to experiment
with the different modes of each Bus Arbiter in the system.

Configuring the 82289 Operating Modes

A designer can configure the Bus Arbiter in four ways:

1. The Bus Arbiter can be configured to operate in Mode 1, releasing the bus at the end
of each transfer cycle.

2. The Bus Arbiter can be configured in Mode 2, retaining the bus until either a higher-
or lower-priority bus master requests the bus.

3. The Bus Arbiter can be configured in Mode 3, retaining the bus until a higher-priority
bus master requests the bus.

4. The Bus Arbiter can be configured so that it can be switched between Mode 2 and
Mode 3 under software control of the 80286. This last configuration is more complex
than the first three, requiring that a parallel port or addressable latch be used to drive
one of the strapping pins of the 82289.

Once the designer has determined which of the four bus-retention techniques to adopt, this
configuration must be incorporated into the hardware design. Figure 7-11 shows the strap-
ping configurations required to implement each of these four techniques.

Asserting the LOCK Signal

Independent of the particular operating mode of the Bus Arbiter, the 80286 processor can
assert a LOCK signal during string instructions to prevent the Bus Arbiter from releasing
the MULTIBUS. This software-controlled LOCK signal prevents the Bus Arbiter from
surrendering the system bus to any other bus master, whether of higher- or lower-priority.
LOCK is also asserted automatically by the CPU during interrupt-acknowledge cycles, the
XCHG instruction, and during some descriptor accesses.

When the 80286 asserts the LOCK signal, the Bus Arbiter converts this temporary input
into a level-lock signal, LLOCK, which drives the MULTIBUS LOCK status line. The Bus
Arbiter will continue to assert LLOCK retaining control of the MULTIBUS until the first
unLOCKed bus cycle from the 80286 processor.

This LLOCK signal from the 82289 Bus Arbiter must be connected to the MULTIBUS
LOCK status line through a tri-state driver. This driver is controlled by the AEN output of
the Bus Arbiter.
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Figure 7-11. Four Different 82289 Configurations

TIMING ANALYSIS OF THE MULTIBUS® INTERFACE

The timing specifications for the MULTIBUS are explained concisely in the MULTIBUS
specification, Order Number 9800683-04. To summarize these requirements as they pertain

to an 80286 subsystem operating as a MULTIBUS bus master:

e The 80286 system must use one command delay when reading data from the

MULTIBUS.

» The 80286 must use two command delays when writing data to the MULTIBUS.

When the 82288 Bus Controller driving the MULTIBUS is strapped in the MULTIBUS
configuration (MB = 1, and CMDLY = 0), the Bus Controller automatically inserts the
appropriate delays as outlined above. No further consideration is required in order to conform
to the MULTIBUS timing requirements.
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Table 7-3 summarizes the critical MULTIBUS parameters as they relate to the 80286 system,
and shows that these parameters are satisfactorily met by a 6-MHz 80286 with one command
delay during reads and two command delays during write operations. The timing parameters
assume the use of 74AS533 and 74AS640 latches and transceivers.

In addition to the specific parameters defined in Table 3-1, designers must be sure that:

+ To ensure sufficient access time for the slave device, bus operations must not be termi-
nated until an XACK (transfer acknowledge) is received from the slave device.

+ Following an MRDC or an IORC command, the responding slave device must disable its
data drivers within 166 ns (max) following the return of the XACK signal. (All devices
meeting the MULTIBUS spec. of 65 ns max meet this requirement.)

USING DUAL-PORT RAM WITH THE SYSTEM BUS

A dual-port RAM is a memory subsystem that can be accessed by the 80286 via the 80286
local bus, and can also be accessed by other processing elements via the MULTIBUS system
bus. The performance advantages of using dual-port memory are described in Chapter Four.
This section describes several issues that must be considered when implementing dual-port
memory with a MULTIBUS interface.

Table 7-3. Required MULTIBUS® Timing for the 80286

6 MHz 80286
Timing MULTIBUS® with:
Parameter Specification 1 CMDLY on RD
2 CMDLY on WR
tas 50 ns 166.7 ns (2 CLK cycles)
Address Setup minimum — 25ns (ALE delayay)
before command — 9ns (74AS533 delaypay)
active + 3ns (Cmd delaypmin)
135.7 ns min.
tps 50 ns 166.7 ns (2 CLK cycles)
Write Data Setup minimum — 35ns (DEN act. delayay)
before command — 40ns (74LS640 delayyay)
active + 3ns (Cmd delay,n)
94.7 ns min.
tan 50 ns 83.3 ns (1 CLK cycle)
Address Hold minimum — 30ns (Cmd inact. delayay)
after command + 3ns (ALE act. delaypn)
inactive + 45ns (74AS533 delayyin)
60.5 ns min.
tonw 50 ns 83.3 ns (1 CLK cycle)
Write Data Hold minimum — 30ns (Cmd inact. delay,ay)
after command . + 11.5ns (74L.S640 delay ;)
inactive 64.8 ns min.
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Dual-port memories are a shared resource, and, like a shared bus, must address the twin
issues of arbitration and mutual exclusion. Mutual exclusion addresses the case when two
processors attempt to access the dual-port memory simultaneously. The MULTIBUS LOCK
signal and a similar LOCK signal from the 80286 itself attempt to mediate this contention.

Chapter Four of this manual describes the techniques of addressing these two issues. This
section expands on the explanation in Chapter Four and in particular discusses how to handle
the two LOCK signals and avoid potential deadlock conditions that may otherwise arise.

Figure 7-12 shows a configuration where a dual-port memory is shared between an 80286
subsystem and the MULTIBUS. The LLOCK (Level-Lock) signal from the 82289 Bus
Arbiter is used to provide the LOCK signal from the 80286. This LLOCK signal is not
conditioned on whether the 82289 is currently selected (the SYSB/RESB input).

Avoiding Deadlock with a Dual-Port Memory

A potential deadlock situation exists for a dual-port memory when both the 80286 processor
and another bus master attempt to carry out LOCKed transfers between the dual-port
memory and external MULTIBUS memory or devices.

The situation can arise only when the 80286 attempts to carry out a LOCKed transfer using
both the dual-port memory and the MULTIBUS. In one deadlock scenario, the 80286
processor, using the local bus, reads data from the dual-port memory and asserts the LOCK
signal, preventing the dual-port memory from being accessed by another processing element
on the MULTIBUS.

If, at the same time, another bus master of higher priority (or while asserting the MULTI-
BUS LOCK signal) takes control of the MULTIBUS and attempts to access the dual-port
memory, this bus master will be unable to access the (locked) dual-port memory and so
enters a wait state, waiting for a response from the memory. At the same time, the 80286
processor will be unable to gain control of the MULTIBUS in order to complete its transfer,
since the other processor gained the MULTIBUS first. The result is deadlock, and in the
absence of other mechanisms, each processor stops.

Typically, both processors will eventually terminate their respective bus operations due to
bus-timeout (see the earlier section on bus-timeout circuitry). If a bus timeout occurs, the
processors will fail in their respective attempts to write or read data.

Since reading and/or writing improper data is to be avoided, you have two alternatives to
avoid this deadlock situation:

¢ The first alternative is to simply avoid using LOCKed transfers from the dual-port memory
in the 80286 software. No additional hardware over that shown in Figure 7-12 is required.

¢ The second alternative actually prevents the occurrence of LOCKed transfers between
the dual-port memory and the MULTIBUS by using hardware to condition the LOCK
input to the dual-port memory.
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Figure 7-12. 80286 Dual-Port Memory with MULTIBUS® Interface
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Figure 7-13 shows a circuit to implement the second alternative. Bear in mind, however,
that this circuit in effect destroys the LOCK condition on the dual-port memory for any
transfers from the dual-port memory ending on the MULTIBUS. This fact will not be
apparent from the 80286 software. Even if this alternative is implemented, software writers
should be cautioned against using LOCKed transfers between the dual-port memory and the
MULTIBUS.
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Figure 7-13. Preventing Deadlock Between Dual-Port RAM and the MULTIBUS®
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Figure 7-1. Local Bus and MULTIBUS® Interface for the 80286
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Figure 7-2. Decoders Select the Local vs. the System Bus

1/0 Operations

The decoding of 80286 I/O operations is similar to that described above for memory opera-
tions. In the simplest case, decoding may not even be required if I/O resources are located
solely on the local bus. In this case any I/O operations simply can be directed to the local
bus with no decoding required. If I/O resources are split between the local bus and the
system bus, however, I/O addresses must be decoded to select the appropriate bus, just as
for memory addresses as described above.

If I/O resources are located on the system bus, a second, concurrent issue may be consid-
ered. I/O resources on the system bus may be memory-mapped into the 80286 memory
space, or I/O-mapped into the I/O address space, independent of how the I/O devices appear
physically on the system bus.

Figure 7-4 shows a circuit technique for mapping the MULTIBUS I/0O space into a portion
of the 80286 memory space. This circuit uses an address-decoder to generate the appropriate
I/O-read or I/O-write commands for any memory references falling into the memory-mapped
I/0 block. This same technique is discussed in Chapter Five, which also contains a detailed
discussion of the merits and tradeoffs between memory-mapped and I/O-mapped devices.
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5700 Execuﬁve Drive

Suite
Cha(lot\e 28212
Tel: (704) 568-8966

fintel Col rr
2700 Wycliff Road
Suite 1

Ralei g
Tel: (919) 78‘ 8022

OHIO
intel Corp.*
‘ Park Center Drive
Da
O‘Yt 513 390 5350
50-2528

Intel Corp.*
5700 Science Park Dr., Suite 100

Beact 1.
Tel: (216) 464-2736
TWX: 810-427-9298

OKLAHOMA

tintet Corp.

6801 N Broadway
Suite 115

Oklahoma City 73162
Tel: (405) 848-8086

OREGON
"rl( IOOW
Greenbrier Parkway
Bulldm
Benvenon 97006
Tel: (503) 645-8051
: 910-467-8741
PENNSYLVANIA

tintel Corp.*
455 Pennsylvania Avenue
Suite 230

Fort Washington 19034
Tel:)ngS) 641-1000
TWX: 510-661-2077

Inlel
00 Penn Comsr Blvd., Suite 610

Pnnsbur h 15235

Tel: (412) 823-4970

PUERTO RICO
intel Mlcfoprouessor Cory
nm In us ial Parl P

Cac Prosras 00671
5k (908 7305816

TEXAS

Intel Corp.
13 E. Anderson Lane

Suite

Austl i

Tel: (512) 454 -3628
tintel Corp.*

12000 Ford Road
Suite 400

Dallas 75234

Tel: (21 42 241-8087
FAX: 214-484-1180
‘tintel Corp.*

7322 s W. Freeway
Suite 1490

Tel: (713) 988-8086
TWX: 910-881-2430
UTAH

intel Corj
428 East 6400 South
Suite 104

Murm 84107
Tel: 13‘1) 263-8051

VIRGINIA

ﬂmal Corp.
504 Ssma Rosa Road

Rmnmond 23288
Tel: (804) 262-5668

WASHINGTON

tintel C:
155 108ih Avenue N.E.
386

tintel Corp.
408 N. Mulian Road
Suite 102

Spokane 99206
Tel: (509) 928-8086
WISCONSIN

Intel Corp.
0 S. Executive Dr.

Suite

Brookfield 53005

Tel: (414) 784-8087

FAX: (414) 796-2115

CANADA

BRITISH COLUMBIA

Intel Semiconductor of Canada, Ltd.

4585 Canada Way, Suite 202

Burnaby V5G 4Lg

Tel: (604) 298-0387

FAX: (604) 298-8234

ONTARIO
Intel Semiconductor of Canada, Ltd.
650 Queensview Drive

Suite 250

Ons a K:
ok: (613) 529 9714
LX: 063-411

flntel Semloonducmr of Canada, Ltd.

w
MOW 6H

Tel 1416 675-% 2105

FAX: (416) 675-2438

QUEBEC

1ln(9| Semimﬂdumof O' Canada, Ltd.
john Boulevare

Polnte Clalre HIR 3K2

14) 694-9130
51 4-694-9134
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ALABAMA

A Elecifomes, Inc.
015 Hel

Huntsvllle 3581 6

Tel: (205) 837-6955

tHamilton/Avnet Electronics
4940 Research Dri
Huntsville 35805

(205) 837.7210

£ 810-726-2162

Pioneer/Technologies Group Inc.
4825 UnlversulY gguare
Humsvllle

TW)! emnsm 97
ARIZONA

tNamlnon/Avnet Electronics
S. Madison Drive

85281
T )é%:n 968-1461
910-950-0077

Kierulff Electronics, Inc.
134 E Wood Street

Tel 802 437-0750
FAX: '503 -252-9109

| 855N Black Can Highway
Phoenix 85023 yon ey
Tel: (Ss%g 866-2888
FAX: 602-866-6937

CALIFORNIA/

Tel (818) 701- 7500
FAX: 818-772-8930

Arrow Electronics, Inc.
9511 Ridgeﬂaven Court
San Dl 92123

Tel: (61 65—4

FAX: 619-279-0862

‘Arrow Electronics, Inc.

Arrow Electronics, Inc.
2961 Dow Avenue
Tustin 92680

Tel: (714) 838-5422
FAX: 714-838-4151

‘tAvnet Electronics
350 McCormick Avenue

Costa Mesa 92626
Tel: (7° 142_754‘6051
FAX: 714-754-6007
Hamilton/Avnet Electronics
1175 Bordeaux Drive
T " ( lie 94089
ol
OJ 745-6679
tHamilton/Avnet Electronics
5 Vi Avenue
San Diego 921
Tel: (619) 571-7500
FAX: 619-277-6136

‘tHamilton/Avnet Electronics.
9650 Desoto Avenue

worth 91311
o (31 700-1222, 6500
FAX: 818-700-6553

‘tHamilton/Avnet Electronics
4103 Northgate Boulevard

ento 958:
Tel: 191?_920-3 50
FAX: 916-925-3478
Hamilton/Avnet Electronics

Ontario 91311
Tel: (714) 989-9411
FAX: 714-980-7129

‘tHamilton/Avnet Electronics
10950 W. Washington Bivd.

Culver

Tel: (213) 558-2458
FAX: 21 -2248
‘Hamilton Electro Sales
170 Pullman S reet
Tel (7142 1—4150

DOMESTIC DISTRIBUTORS

CALIFORNIA (Cont'd.)

Kierutff E|ecivoﬂlcs, Inc.
10824 Hope Street

Tag(7 '14) 220-6300
FAX: 71. 1-8420

tKierulff Electtonlcs. Inc.
1180 Murp}

San Jose 9! 13]

Tel: (408) 971-2600
FAX: 408-947-3432

tKierulff Electromcs Inc.
14242 Char

2680
Tei (714 731 5711

TKierulff Electromcs Inc.
riel St

9800 Va

Chatts 91 311
Tel: (213) 725-0325
FAX: 818-407-0803

26yle nlsmbutlon Group

Calabasas |302
Tel: (818) 880-9000
FAX: 818-880-5510
le Distribution Grou
;r%ym Cowan Avenue g
Irvine 92714
Tel: (714) 863-9953
FAX: 714-863-0473

Wyle Dlsmbuuon Group
1 1 151 Sun Centel

ancho Cordova 95670
Tel: (916) 638-5282
FAX: 916-638-1491

+Wyle Distribution Group
9525 Chesapeeke Drive
$San Diego 92123
Tel: (61 565-9171
- 910-371-
FAX: 619-565—9171 ext. 274
Wyle Distribution Group
Bowers Avenu
Santa Clara 95051
Tel: (m727—2500
FAX: -727-5896

FAX: 714-851-8366

Wyle Systems

173382 Lxmpson Avenue
arder

Tel: (714) 091 1717

FAX: 714-895-9038

‘COLORADO

Arrow Electronics, Inc.
1390 S. Potomac Street
Suite 136
Aurora 800

Tel: (303) 6964 1

tHamilton/Avnet Electronics
8765 E. Orchard Road
Suite 708

Eg?lewoud 80111
Tel: gm6740«| 017

+ 910-935-0787
TWyle Dlstnbubon Grou
4::” E. 124th Avel "
Thornton 80241
Tel: (303) 457-9953
TWX: 910-936-0770

CONNECTICUT

‘tArrow Electronics, Inc.
12 Beaumonk Road

Walling
Tel 28!. 265- 774]

: 710-476-0162
Hamilton/Avnet Electroni
Commerce Industrial Park

merce Drive
Danbélro; 06810
Tel: (: : 797-2800
FAX: -797-2866
tPioneer Northeast Electronics
112 an Street

Norwalk 06851
Tel: (203) 853-1515
: 710-468-3373

tMicrocomputer System Technical Distributor Center

FLORIDA
tArrow Elemomcs‘ inc.
350 Fairway Dri

Deerfield Beach 33441
Tel: (305) 4:

TWX: 510-955-9456

Arrow Electronics,
1001 NW 62nd St., Ste 108
938309

% sos;
CoTb 055 oams

tArrow Electronics, Inc.
Bottlebrush N.E.

Paim
Tel: (305) 725-1480
1Hamilton/Avnat Elscuonics

Tel (305) 971 -2900
TLX: 510-956-3097

Hlmlllon/Avnet Electronics
oﬂh

W& 3&576-3930

Hamilton/Avnet Electronics
6947 University Boulevard

Wit 32792

Tel: (%og_gazsesss

FAX: 305-628-3888 ext. 40
{Pioneer Electronics

337 N. Lake Blvd., Sto. 1000
Alta Monte 32701

Tel (305)
0-853-0284

Pioneer Electronics
674 S. Mllmvy Trail
33442

Tel: (305) 428-8877
TWX: 510-955-9653
‘GEORGIA

;Amm Electronics, Inc.

155 Northwoods Parkway

Suite A

Norcross 30071

Tel: (4‘004) 449-8252

FAX: -242-6827

Hammon Avnea Electronics

82 ree Corners Easf

30092

Tol: (4045‘447-7500

TWX: 810-76

Pioneer Electronics

3100 F. Northwoods Place

Cross
Tel: (404) 448-1711
FAX: 404-446-8270

ILLINOIS

I‘%raw Electronics, Inc.
0 E. juin Street

Schauml| 173

Tel: (312) -344(

FAX: 312-397-3550

fHamlwn/Avnst Electronics
1130 Thorndale Avenue

Kierulff Elmromcs, Inc.
| 140 W. Thor

Tel 131 250-0500
FAX: 312-250-0916
MTI s Sales

I 100 Thomdule
301 43
Tal: (31 2) 773-2300

t{Pioneer Electronics
1551 Carllvl? Drive

6 60007
T Tel,(312) 4370680

INDIANA

rrow Electronics, Inc.
irectors iw. Suite H

Throw
2495 D
Indlan lis 4624
ol: (3 195 243-6353
T B1b s BT

INDIANA (Cont'd.)

Hamilton/Avnet Electronics
485 Gradle Drive
ol

Tel: (317) 844-9333
FAX: 317-844-5921
gloneev Electronics

08 Castleplace Drive
Indianapolis 46250

Tel: (317) 849-7300
: 810-260-1794

KANSAS

t )

9219 Quivera Road

Overland Park 66215

Tel: (913 -8900
"AX: 913-541-7951

Pioneer Electronics
10551 Lackman Rd.

@a 66215
Tel (913 492-0500
FAX: 913-492-7832
KENTUCKY

Hamilton/Avnet Electronics
805-A Newtown Circle

2
g3

MARYLAND

Arrow Electronics, Inc.
8300 Gull'oid Rd., Suite H

FAX 301 -381 -3854
'{Haminon/Avnet Electronics
Columbln 2| 045

; 401) d95-3500
FAX 301-995-3593
tMesa TeehnoWy caa
9720 Patuxent Woods Dr.
Columbia 21046
Tel: (301) 720-5020
TWX: 710-828-9702

tPioneer Electronics
9100 Gaither Road

aithersburg 20877
TQI (301 921 0660
TWX: 710-828-0545
MASSACHUSETTS
Arrow Elmomcs, Inc.

: 710-393- 8770

-Hamilton/Avnet Electronics
0D Centennial Drive

Peabody 01960
Tel: (61 :)3’324701

: 710-393-0382
Kierutff Elactronlcs. Inc.

13 Fortune
Billerica 01821

71 449
FAX: 617-663-1754
Pioneer NOI“IBBSI Electronics
S 2 s 6900
FAX: 617-863-1547
MICHIGAN

Arrow Elecmmlcs. Inc.
755 Phoenix
48100

Tel (313) 971-8220
FAX: 313-971-2633

;g-mlnon/Avnel Electronics
487 Schoo.gcran Road

Tel (3‘3:)_522-4_87700

FAX: 313-522-2624
mmillon‘Avnst Electronics
2215 29th Street S.E.

$erlmg1%a243—8805
1w>§ b- -273-6921
FAX: 616—243—0028

MICHIGAN (Cont'd.)
Pioneer Electronics

tPioneer Electronics
|3485 smmmu

Tsi)é3|3 525 1800
-242-3271

MINNESOTA
1Arraw Electronies, inc.
rd Street

Tel (612 830-1800
FAX: 612-830-1856

Hamilton/Avnet Electronics
12400 White Water Drive
anstonku

Tel: (6° 1?

FAX: 61 932 -0613

tPioneer i
10203 Bren Road East
I 5534,
Tel: (612) 935-54¢
FAX: 612-935-192
MISSOURI

tArrow Electronics, Inc.
2380 Schuetz

RS

St. Louis 63146
Tel: (314) 567-6888
FAX: 314-567-1164

1Ham|non/Avnet Electronics
3743 Shoreline Court East

Earth 63045
Tel: (314) 344-1200
FAX: 314-291-8889

Kierul" Elecm-mcs. Inc.
304
1'01 (314) 997—4956
-567-0860

NEW HAMPSHIRE
;Amvw Electronics, Inc.
Perimeter Road

L)

ol
FAX! 50&-
Htmmon/Avnsl Elowonlcs
444 E. Indust

TM ( 624-
4- 2402

NEW JERSEY

tArrow Electronics,
8000 Lincoln Drive ot

08053
Tel ( 596-8000
FAX: 609-596-5632

rrow Electronics, Inc.
Canmvy Dri ve

reﬁ%'}"gaw%

tHamiIton/Avnst Elew%rgcs

FAX: 009»75 -8624

fHamilton/Avnet Electronics

10 Industrial

Fairfield 07006

Tel: (201) 575-3390

FAX: 201-575-5839

tPioneer Northeast Electronics
ite 46

Pinebrook 07058

Tel: (201} 575-3510

FAX: 201-575-3464

;MTI Systems Sales

(zm V397552
PR 275 a5
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NEW MEXICO

Alliance E|ectron|cs Inc.
11030 Cochiti

Abuguaraue 87133
o o 3300
FAX: 505-292-6537

Hamilton/Avnet Electronics
2524 Baylor Dnve S.E.

TG?“%G&I 500

243-1395
NEW YORK
Arrow Electronics, Inc.
25 Hub Drive
¥elvllle 11747

: 510-224-6126
FAX: 516-391-1401
gg"aw Electronics, |

TBI (71( 427-0300
FAX: 716-427-0735

Arrow Electronlcs‘ Inc.

231~ 1072

Hamilton/Avnet Electronics
2060 Townline Rd.

Rochester 14623

Tel: (716) 475-9130

FAX: 716-475-9119

tHamilwnéAvnet Electronics.

103 Twin Oaks Drive

Syracuse 13206

Tel: (315) 437-2641

FAX: 315-432-0740

‘tHamilton/Avnet Electronics
933 Mot Park

Hauppal

Tel ( 16 231 -9200

+MTI Systems Sales

38 Han;r?w Park Drive

Po Weshln ton 11050

-6200
FA)( 51 525-3099

Pioneer Northeast Electronics
8 Corporats Drive
inghamton 13904

Tor (607) 722-6300
FAX: 607-722-9562

Pioneer Northeast Electronics
Cvossway Park West
iry, Long Island 11797
Tel 515 921-8700
-221-2184
FAX: 516-92! -2143

‘{Pioneer Novmeast Electronics
840 Faur

Tel (716 381-7070
FAX: 716-381-5955

NORTH CAROLINA

tArrow Electronics, Inc.
5240 Groens Dairy Road

Tel ;8’9 876-3132
FAX: 919-876-3132, ext. 200

gHammun/Avnst Electronics
510 Spnn Forest Drive

(319 873—0819
TWX 510-928-1836

Inc.
375 Brighton-Henrletta Townine Ad

DOMESTIC DISTRIBUTORS

NORTH CAROLINA (Cont'd.)

Pioneer Electronics
9801 A-! Smghem Pine Bivd.

OHIO

Arrow Electmnlcs Inc.,
36 Cochran Road

lon 441 39
Tel: (216) 248-3990
FAX: 216-248-1106

Hamilton/Avnet Electronics
777 Brook! e Bivd.
Westerville

Tel: (61 )

FAX: 61, 882 8850

gﬂnmmon/,\vnal Electronics
Te (513 439-6700
FAX: 513-439-6711

wumlnonlkvnet Electronics
325 Bmgndge Rd., Bldg. A

Tel (216 349-¢ 5100
FAX: 216-349-

IPIOneer Electronics
433 Interpmn( Blvd.
45424

Tsl (513 236-9900
FAX: 513-236-8133

tPioneer Electronics
4800 E. 131st Street
Cleveland 44105

162’537'3600
810-422-2211
FAX: 216-587-3906
OKLAHOMA

Arrow Electronics, Inc.
3158 S. 108 East Ave., Ste. 210

Tulsa 74146

Tel: (918) 665-7700

FAX: 918-665-7700

OREGON

TMmsc Electronics Corp.
W. 169th Place

Bsavsnon 97006

Tel: (503) 629-8090

FAX: 503-645-0611

{HlamitonAunet Electranics

Bmg S ID

Lake Osy

Tel: (503) 5’885—
FAX: 503-636-1327

le Distribution Grou
% N.E. Elam Young gelkwey
Suite 600
e
FAX: 502;-640-5&48
PENNSYLVANIA

Arrow Electronics, Inc.

FAX 41£ -856-! 5777

Hamclton/Avnet Electronics
Ave Bldg. E

Pvll b

Tel: (41% 261-41 50

FAX: 412-281-8662

tMicrocomputer System Technical Distributor Center

PENNSYLVANIA (Cont'd.)

Pioneer Electronics
a Drive

h 15238

782-2300
TWX: 710-795-3122
FAX: 412-963-8255

{Pioneer Electronics
261 Gibralter Road
Horsham 19044
Tel:}2| 5) 674-4000
TWX: 610-665-6778
FAX: 215-674-3107
TEXAS

Arrow Electronics, Inc.
imander Drive
Carroliton 7.
Tel: (214) 380-6464
FAX: 214-248-7208

TArrow Electronics, Inc.
10899 Klnghurst br.

Tel (7122_530—4700
Arrow Electronics, Inc.
227 W. Braker Lane

Tel: (512) 835-4180
FAX: 512-832-9875

‘tHamilton/Avnet Electronics
1807A W. Braker Lane

in 78758
Tel: (512) 837-8911
FAX: 512-339-6232

tHamilton/Avnet Electronics
2| 11 W. Walnut Hill Lane

75038
Tsl ?214 550-6111
FAX: 214-550-6172

+Hamitton/Avnet Electronics
4850 Wright Road, Ste. 180
Stafford 77477

Tel: (713) 240-7733

FAX: 713-240-0582

Kierulff Electronics, Inc.
2010 Merritt Drive

Garland 75040

Tel: (214) 840-0110

FAX: 214-278-0928

1Plor|aer Elsctronlcs
826-0 imer Lane

8758
er612 8364000
FAX: 512-835-9829

tPioneer Electronics
13710 Omega Road
Dallas 7524

Tel: (214) 386-7300
FAX: 214-490-6419

Pioneer Electronics
853 Poir;t7wes\ Drive

Houston

Tel: (713) 988-5555

FAX: 713-988-1732

UTAH

fHamlnon(Avnet Electronics
585 00 South

Tei (801) 972-2800

FAX: 801-974-9675

Kierulff Electronics, Inc.
1946 W. Parkwa ‘BM!.

Tel (301 973-6913
FAX: 801-972-0200

%s Distribution Group
1325 West 2200 South
Suite E

Salt Lake City 84119
Tel: (801) 974-9953
FAX: 801-972-2524

'WASHINGTON

1:!312(%5 EElsclwﬂICSmC&! P.
Eastgate Wa)

Bellevue 98007 Y

Tel: (: 0&643-

FAX: 206-643-9709

Arrow Electronics, Inc.

ONTARIO
Arrow Electronics Inc.

ississ: T 1M4
Tel 14‘6 72-7769
FAX: 416-672-0489

14320 N.E. 21st Street Arrow Electronics Inc.
ellevue 9000 Nepean
Tal (206) 64: Tel: (613) 226-6903
FAX: 2( 746-3740 FAX: 613-723-2018
l21zn. E 21st Street 6845 Rexwood Road
Bellevt Units 3-5
Tel (22%63 453-5874 Mississauga L4V 1R2
-643-0086 3 (416& 77-7432
416-677-0940
W7yle Dlslrlbutlon Grcun
0 132nd Hamllwn/Avnm Electronics
Bellevue 98( 5 3688 N
Tel: (206) 453-8300 Units 9
FAX: 206-453-4071 Mlssissuuga L‘V 1M5
Tek: (418 g
WISCONSIN 67706 0827
tArrow Electronics, Inc. tHamilton/Avnet Electronics
190 Colonnade Road South

OON F' tllckBlvd Ste. 100
53005

Tel: (‘114 792-01 50

FAX: 414-792-0156

Hamumn/Avnet Electromcs
oorland

New Berlin 53151

Tel: (414) 784-4510

FAX: 414-784-9509

Kierulff Electronics, Inc.
2285—E W. Bluemound Rd.
53186

esha
Tel: (41 41 784-8160
FAX: 414-784-0409

CANADA

ALBERTA

Hamilton/Avnet Electronics
2816 21st Street N.E.
Calgary T2€ 622

Tel: (4 0&250»9380

FAX: 403-250-1591
Zentronics

6815 Blh Slreet N E., Ste. 100
Cslga

FAX 40&295 8714

BRITISH COLUMBIA:
Hamilton/Avnet Elmromﬁs‘ s

2550 Boundary Rd., St
Burnaby V5M '?!z

FAX;Wl 4376667

108 11400 Bnd%spon Road
Richmond V¢
Tel (604) 2735575

FAX: 604-273-2413
MANITOBA

Zentronics

60-1313 Bordt

Winnipeg R3H 0X4
Tel: (% 694-1957
FAX: 204-633-9255

Nepean K2E 745
Tel: (613) 226-1700
FAX: 613-226-1184
gZemromcs

Court
Bram) ton L6T 3T4
IQI (416) 451 9300

tZentronics
155(?glonnade Road
ni

Nepean K2E 7K1
Tsl (61:222643940

SASKATCHEWAN

Zentronics

|73~| 222 Albeﬂa Avenue

Sasl n S7K 1R4

Tel (3:06&955 2202 2207
-244-3731

QUEBEC

{Arrow Elegtronics inc.
4050 Jean Talon Quest
Montrell H4P 1W1
Tel: 735-5511
FAX: 51 -341-4821

Arrow Electronics Inc.
909 Chare.s't‘ Bivd.

Tel: (418) 687-4231
FAX: 418-687-5348

Hamilton/Avnet Electronics
Rue alpem

St. Laurent

Tel: (514) 335 1000

FAX: 514-335-2481

Zentronics

817 McCafrey St.
St. Laurent HAT 1N4
Tel: (514) 737-9700
FAX: 514-737-5212
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DENMARK

Intel
Glentevej 61, 3rd Floor
2400 Copenhagen NV

FINLAND

Intel
Ruosilantie 2

00390 Helsinki

Tel: +358 0 544 644

TLX: 123332

FRANCE

Intel

1, Rue Edison-BP 303

78054 St. Ouenlln-en-Vvsllnas Cedex

Tek (130 877000
TLX: 699016

tel
Immeu
4, Ouau des E(rous
69005 I
Tel: 78 42 40 89
TLX: 305153

WEST GERMANY

Intel*
Seidistrasse 27
8000 Muenchen
Tel: 089/5389-0
TLX: 5-23177

Intel
Hohenzollern Strasse 5
3000 Hannover 1

Tel: 0511 081
TLX: 9-2£24;
Intel
Abraham Llncoln Strasse 16-18
6200 Wiesbad
Tel: 06123147805-0
TLX: 4-186183
itel
Zenacnnng IOA
Tel (07;2972 87-280

EUROPEAN SALES OFFICES

ISRAEL

Intel*
A\;dnm Industrial Park-Neve Sharet
Box 43202

Tel Aviv 61430
Tel: 03-49808(
TLX: 371215
ITALY
Intel*
Milanofiori Palazzo E
Milano
Tel: (032) 824 40 71
TLX: 341286
NETHERLANDS
Intel
Marten Meesweg 93
;ols%A‘v %01“0?:2:'53 77
ol: (31)- .23
O
NORWAY

Intel
Hvamveien 4-P.O. Box 92

LX: 78018

SPAIN

Intel
Zurbaran, 28
28010 Madrid
Tel: 410 40 04

SWEDEN

Intel*

Dalvagen 24

171 36 Solna

Tsl +48 8 734 0100

SWITZERLAND

Intel*
Talackevstvasse 17

5 Zuri
Tsl OI 4929 2977
UNITED KINGDOM

IFll'Ilel'
iper:
?:e(g?gsa\gllssfsrgq SN3 1RJ
TLX: ««)47

EUROPEAN DISTRIBUTORS/REPRESENTATIVES

AUSTRIA

Bacher Electronics Ges.m.b.H.
Romenmuehlgasse 26

A-1120 Wiel

Tel (022?3% 56 46-0

BELGIUM

Inelco Belgium

Av. des Croix dﬁ Guerre 94
1120 Bruxelles
Oorlogskruisenlaan, 94

DENMARK

ITT-Multikomponent
Naveﬂand 29

2600 Glo: X
Tel 45(0)2 5 66 45

FINLAND
OY Fintronic AB

Av.

9194

Tel (I) 69 077878
1700

Jermyn S.A.
73-7;. rue des Solets

un, sCedex
Tel (|)45

Mmrologie

Tour d'Asnieres

4, av. Laurent-Cely

92606 Asnieres Cedex
el: (1) 47 90 62 40

TLX: 611448

Tekelec-Airtronic

Rue Carle Vernet - BP 2

92315 Sevres Cedex

Tel: (1) 45 34 75 35

TLX: 204552

“Field Application Location

WEST GERMANY

gmﬁrmgm AG
tahigruberrin,
%A g 82

Tel: 0824420“ 0
TLX: 522561

EMPA Electronic
Lindwurmstrasse 95A
8000 Muenchen 2

ITT Multikomponent GmbH
Postfach 1265
Bahnho'slrasse 44

TM 0714‘445 347

Jermyn GmbH

Im Dachsstueck

6250 Limburg Oﬂhalm
Tel: 064! é 0

TLX: 415257-0

Metr jie GmbH

Mﬁl‘i):-ogrstrasse 49

uenchen 71
Tel: 089/78042-0
TLX: 5213189

Proelectron Vertriebs GmbH
Max Planck ﬁtrasse 13

TLX 417972
IRELAND

Micro Marketing Ltd.

gmageary Office Park
ary

Co. I?gblin

Tel: (01) 8563 25

TLX: 31584

ISRAEL

Eastronics Ltd.
11 Rozanis Street
P.O. Box 39300

ITALY

Intesi

Divisione ITT Imwsmes GmbH
Viale Milanofior

Palazzo E/5

20090 Assago

Milano

Tel: 02/824-701

TLX: 311351

ITALY (Cont'd.)

Lasi Elettronica S.p.a.
V. le Fulvio Tesi, 126
20092 Cinisello Balsamo
Milano

el 02 24400‘2

TLX:

NETHERLANDS

Koning en Hartman
Postbos 125

2600 AP Delft
Tel: (015) 60 99 06
TLX: 38250
NORWAY
Nordisk Eleklromkk (Norge) A/S
Postboks 1
Smod isving

Hvalsta
Tsl (02) 84 sz 10
TLX: 77546
PORTUGAL

Ditram
Avenida Marques de Tomar, 46-A
Lisboa

1 ist

Tel: (1) 73 48 34

TLX: 14182

SPAIN

ATD Electronica, S.A.

Plaza Ciudad de Viena, 6
28040 Madrid
Tel: 234 40

2754

C‘I;T sM Angel, 21-3
lle uel jel, 21-
28010 Mg "

Tel: 4 57

TLX: 7461

SWEDEN

Nordisk Elektronik AB
Huvudstagatan 1

P.0. Box 09

17127 Sol

Tel 08-734 97 70

‘SWITZERLAND
Industrade A.G.

UNITED KINGDOM

Accent Electronic Components Ltd.
Jubilee House, Jubilee Road
Letchworth, Herts SG6 1TL

Tel: (0462) 686666

TLX: 826293

Bytech Components (Components & DTO)
Uny‘ke?! The Wpeostem C(enlwpo

Bytech Comway Ltd. (Systems)
Unit 3 The Wes¥sm C(anylvo
Western Road

Bracknell

rackn
Berks RG12 1RW
Tel: (08412 55333
TLX: 848215

Jormyn

Vestry Estate
Otford Road
Sevenoaks

Kent TN14 5EU
Tel: (0732) 450144
TLX: 95142

MMD (PLDO)
Unit 8 South View Park
Caversham

Readin,

e
TLX:

Rapid Silicon

R:g:d House
Eer;'mark St.

Bl'lg wyhamshirs HP11 2ER
Te ) 442266

TLX: 837931

Rapid Systems
Rapid House

Denmark S(

H.gn Wycoml

hamshwe HP11 2ER

T
TLX: 837931

YUGOSLAVIA

H.R. Microelectronics Corp.
2005 de la Cruz Blvd Ste. 223
Santa Clara, CA 9!

USA.
Tel: (408) 988-0286
TLX: 387452
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INTERNATIONAL SALES OFFICES

AUSTRALIA

Intel Australia Pty. Ltd.*
S%clrum Building

Pacific Hwy., Level 6
Crows Nest, NSW, 2065
Tel: (2) 957-2744

TLX: AA 20097
FAX: (2) 923-2632
BRAZIL

Intel Semicondutores do Bras“ LTDA
Av. Paulista, 1159-CJS 404/40!
01311 - Sao Paulo - S.P.
Tel: 55 11-287-5899
TLX: 1153146 SAPI BR
FAX: 55-11-212-7631
‘CHINA/HONG KONG

Intel PRC Corporation
15/F, Office 1, Citic Bldg.
Jian Guo Men Wai Streat
Beijing, PRC
1022047 INTEL O
FAX: (1) 500-2053

Intel Semiconductor Ltd.*
10/F East T wer
Bond Cen!

Queensway. Central

Hong Kon

Tel: ?55) 8444-555

TLX: 63869 ISHLHK HX
FAX: (5) 8681-989

ARGENTINA

DAFSYS S.R.
Chacabuco, 90»4 PISO
1069-Buenos Aires
Tel: 54 1-334. 157;

X5
Reycom Electronica S.R.L.
Arcos 3631
-Buenos Aires
Toreain oot 342166
FACSA ) 117
212
AUSTRALIA
Total Electronics
P.M.B. 250
§ Harker Stoot
Burwood, VIC’lO"B 3125
Tol 613 2854
FRX: 573 Dop-0696
BRAZIL

Elebra Microelectronica
R. Gel raldo Flausina Gomes, 78

Sao Paglo S.P.

AX 55- 1| 534 9424
CHILE

DIN Instruments
Suecia 232,
gas{lla 6055, Correo 22

Tel: 56 2 -225-8139
TLX: 440422 RUDY CZ

CHINA/HONG KONG
Novel Precision Machines ggo Ltd.

Flat D, 20 Kingsford Ind.
zh‘?se‘ 26 Kwai Hei Street

Tel: B52-0-223-222
TWX: 39114 JINMI HX
FAX: 852-0-261-602

*Field Application Location

JAPAN

Intel Japan K
5-6 Tokodai, Toukuba-shi

Ibaral
Tel 029747 8511
FAX 029747 8450

Intel Japan K.K.*
Daiichi Mitsugi Bldg.
1-8889 Fuchu-cho
Fuchu-shi, Tokyo 183
Tel: 0423-60-7871
FAX: 0423-60-0315

Intel Japan K.K.*
Flower-Hil Smn-mach- Bldg.
1-23-9 Shini

Setagaya-} ku, Tokyo 154
Tel: 03-426-2231

FAX: 03-427-7620

Intel Japan K.K.*
Bldg, Kumagaya

cho
Kum: 8- shl Sallama 360

Tel: &8!

FAX: 0485- 24 7518

Intel Japan K.K.*

Mitsu-Soimei Musashi-kosigi Bicg.
915 Shinmaruko, Nakah:

Kawasaki- shu Kanagawa 211

Tel: 044-73:

FAX: 044- 733 7010

JAPAN (Cont'd.)

Intel Japan K.

Nihon Seimei Alsugl Bidg.
preioey K'"&c 243
Isugi-shi, Kanagawa

Tot, 0462.59.3731

FAX: 0462 29478!

Intel Japan K.K.*
Ryokuchl Ekl Bldg
-4 1 Ter
( naka-sm Dsakn 560
Tef: (06) 863-1
FAX: 06-863- 1084

Intel Japan K.K.

Chlyoda -Ku, Tokya 100
08-201-3621

FAX 03-201-6850

lmed Jspun KK.

| 15-30 ﬂf@lakl Minami
Nakamura-ku, Nagoya-shi
Aichi 450

Tel: 052-561-5181

FAX: 052-561-5317

INTERNATIONAL
DISTRIBUTORS/REPRESENTATIVES

CHINA/HONG KONG (Cont'd.)

Schmidt & Co. Ltd.
18/F Great Eagle Centre
23 Harbour Road

TWX: 7¢
FAX: 852 5- 391 8754
INDIA

Micronic Devices

Arun Complex

No. 65 D.V.G. R
Basavanagudl

Bangalore 560 004

Tel: 91-812-600-63

TLX: 0845-8332 MD BGIN

Micronic Devices

Flat 403, Gagan Deep
12, Rajendra Place

New Delhi 110 OOB

Tel: 91-58-97-7

TLX: 03163235 MDND IN

Micronic Devices

No. 516 5th Floor

Swastik Chambers

Sion, 'gmmbay Road
ur

TLX 9531 171447 MDEV IN
JAPAN

Asahl Electromcs Co. Ltd.
Idg. 2-14-1 Asano

Kok akla-ku

Kitak) ushu-sm 802

Tel: -511-6471

FAX: 093-551-7861

C. ltoh" ;ecnanclanos Co., Ltd.

C. I 1 Kita- Aoyama
Minato-ku, 09& 107
Tsl 03-497-4;

3-497-4879

JAPAN (Cont'd.)
Dia Semicon Systems, Inc.
Wacore 64, 1- 7 8 Sangen[aya
Setagaya-}
Tel: 03-48; 0
FAX: 03-487-8088
Okaya Kokl
2-4-18 Sakac

ak -ku Nagzo 1@ -shi 460
FAX: 052-2%2901
Ryoyo Electro Corp.
1-12-22 Tsukiji
?huo-ku Tok! |0‘104
FAX: 03~546—50«

KOREA

J-Tek Corporation
6th Floor, Government Pension Bidg.
24-3 Yoido-Don,

u

FAX: 82-2-784-8391
gamsung Semiconductor &

td.
150, 2-KA, Tafpyun, rc, “Chung-ku
Seoul 100 prung <
Tel: 82-2-751-3987
TLX: 27970 KORSST
FAX: 82-2-753-0967
MEXICO

Dicope!
Tochtl 3sa Fracc. Ind. San Antonio

Axcag alco

C.P. 02760-Mexico, D.F.
Te -5-561-3211

TLX: 1773790 DICOME

KOREA

Intel Techny Asia, Ltd.

Business C‘:'r?tgeyr 16th Floor

61, Yoido-Dong, Young Deung Po-Ku
Seoul 150

Tel: (2) 784-8186, 8286, 8386

TLX: K29312 INTELKO

FAX: (2) 784-8096

SINGAPORE

trtel Singapore Technology, Ltd.
101 Thomson Roa #2106

FAX: 250-9256

TAIWAN

Intel Technology (Far East) Ltd.

Taiwan Branch

10/F, No. 205, Tun Hua N. Road
aipél, R.0.C.

Tel: 886-2-716-9660

TLX: 13159 INTELTWN

FAX: 886-2-717-2455

NEW ZEALAND

Northrup lnstrumems & Systems Ltd.
459 K ber ass Roa

P.O. Box 9464, Nerwmavket
Auckland 1

Tel: 64-9-501-219, 501-801

TLX: 21570 THERMAL

Northrup Instruments & Systems Ltd.
P.O. Box 2408

Waellington 856658

Tel: 64-4-856-658

gt
FAX: 64-4-857276
SINGAPORE

Electronic Resources Pte, Ltd.
1s 7 Harvey :{oad #04-01

ing
Tel |g§ggfoaea 289-1618
TWX: 56541 FRELS
FAX: 2895327

SOUTH AFRICA
Elactg::lc Building Elements, Pty. Ltd.

Pme Square, 18th Street
Hazelwood, Pretorla 0001

Tel: 27-12-4699:

TLX: 3-227786 SA

TAIWAN

Mitac Corporation

No. 585 Ming Shen East Rd.
Taipei, R.0.C.

Tel: 886-2-501-8231

FAX: 886-2- 50‘-4265

VENEZUELA

P. Benavides S.A.
Avilanes a Rio
Residencia Kamarata
Locales 4 A17

La andelana Caraus
Tel: 58-2-571

Tl 8450
FAX: 58-2-572-3321

CG-3/4/88




ALABAMA

5015 Budford Dr., #2
Huntsville 35805

Tel: (205) 830-4010
ARIZONA

Intel Corp.

11225 N. 28th Dr.
Suite D-214

Phoenix 85029

Tel: (602) 869-4980

Intel Corp.
500 E, Fry Bivd., Suite M-15

Sierra Vist .
Tet: (602) 459-5010

1161 N. El Dorado Place
Suite 301

Tucson 85715
ol: (602) 299-6815

CALIFORNIA

Intel Corp.
2|5|5 vgnowen Street

ihoga park 91303
Tel: (818) 704-8500
B0 E Paper I Highwe
. Imperial Highway
%us?une 2o 90245 '
N
Tel: (213) 640-6040
Intel Corp.
1900 Prairie City Rd.
Folsom 95630-9597
Tel: (916) 351-6143
1510Ar&n on Wy, Suio 101

e 8T $20.300

Intel Corp.
Executive Drive
Suite 105

San Diego 92121
Tel: (619) 452-5880

Intel Corp.*
400 N. Tustin Avenue

Tel: (714) 835- 2
Tw>§:791 6-595-1 14
Imel Oorp

Tomas
2;30 San Tomas Expressway
Santa Clara 95051
wa: 9|2P33M255
COLORADO
Intel Corp.
4445 Northpark Drive
Suite 1
Colorado Springs 80907
Tel: (303) 5 2
650 scoo'ﬁen! St., Suite 915

Ta| 309 321-8086
931-2289

CONNECTICUT

Intel Coff
26 Mill Plain Road
2nd Floor

CALIFORNIA

2700 San Tomas Expressway
Santa Clara 9504

Tel: (408) 970-1700

CALIFORNIA

2700 San Tomas Expressway
Santa Clara 9505
Tel: (408) 986—0086

DOMESTIC SERVICE OFFICES

FLORIDA
Intel COW.

Suite 100
Ft. Lauderdale 33309
Tel: (305) 771

510-956-9407
FAX: 305-772-8193

intel Corp.
5850 T.G. Lee Bivd.
Suite 340

-240-8097
intel Corp.

11300 4th Street North
Suite 170

St. Petersburg 33716
Tel: (813 577 2413
FAX: 81

GEORGIA

Intel Cory
3280 Pslome Parkway

Norcross
Tel: (404) 449 0541

ILLINOIS
Intal Co

nfanlngale Road
Sulm
Schaus f
Tel: (312) 3 bosoas
INDIANA

8777 Pur%ue Road

Suite
Indlana Ils 46268
Tel: (317) 875-0623

IOWA

Intel Corp:
1930 St. Andrews Drive N.E.

d Floor
mr Rapids 52402
Tel: (319) 393-5610

KANSAS
Intel Corp.
g400 W. 110th Street
ul

Overland Park 66210
Tel: (913) 345-2727
MARYLAND
Intel Corp.*
7321 Parkway Drive South
Hanover 21076
Tel: (301) 796-7500

: 710-862-1944
Intel Cor
7833 Walker Drive
Suite 550
Greenbelt 20770
Tel: (301) 441-1020
MASSACHUSETTS
Intel Corp.*

Corp. Center

3 Cavusle Road

Wesﬂof
Te 517&692 -3222
-343-6333

CUSTOMER TRAINING CENTERS

ILLINOIS

300 N. Martingale, #300
Schaumburg 60173
Tel: (312) 310-5700

ILLINOIS

300 N. Martingale, #300
Schaumburg 60173
Tel: (312) 370-8031

MICHIGAN

Intel Corp.
70{“!e Orchard Lake Road

West Bloomﬁeid 48033
Tel: (313) 851-8096

MINNESOTA

722
10-576-2667
MISSOURI
gzoo Earth Gity Expressway
uite
Tel: (31 2{ 291-1990
NEW JERSEY

Tel: (201) 225-3000

tel Corp.
aas Sylvan Avene
nF iffs 07632
Tel 201 537 0021
-991-8593
intel Corp.*
Parkway 109 Office
328 Nawman Spvlﬂgs Road
Tel (201) 747 2233
intel Corp.
Eso Corporate Center
7% lelngswv\ Avenue
First Floor
Rosel:
Tel: (201 740-0111
FAX: 201-740-0626

NEW MEXICO

intel Corp.

8500 Menaul Boulevard N.E.
Suite

Albuquerque 87112

Tel: (505) 292-8086

NEW YORK

Einghamton 13905
Tel: (607) 1730337

Intel Corp.*
850 Cross. Kexs Office Park
Tol ;715&425 2750

Intel Covp
300

lotor Parkway
aup 2uge 11787

6) 231-3300
51 -227-6236

tel Corp.
15 Myers Corner Road
Suite
Hollow!

br
'Wappin, vFaIIs 12590
Tel: s& %297-6161
: 510-248-0060

MASSACHUSETTS
3 Carlisle Road
Westford 01886
Tel: (617) 692-1000

NEW YORK

300 Motor Parkway
Hauppauge 11788
Tel: (516) 231-3300

NORTH CAROLINA
Intel Corp.

5700 Executive Drive
Suite 21

Charlotte 28212

Tel: (704) 568-8966

Intel Corp
2306 W. Meadowview Road
Suite 206
Greensboro 27407
Tel: (919) 294-1541

2700 V%ﬁm Road
al

Tel:
OHIO

e T8t 8022

Intel
3401 mm Center Drive
Sun

on

2)_890-5350

: 810-450-2528

25700 Sclem:e Park Dr.

Tal 216 464 2736
-427-9298

OKLAHOMA

Oklahoma City 73162
Tel: (405) 848-8086
OREGON

ntel Cot
15254 NEN Greenbrier Parkway
Bulldnr:g
Beaverton 97006

Took o467 aran

Intel Copr
5200 N.E. Elam Young Parkway
Hlilsboro 97123

ol: (503) 681-8080
PENNSYLVANIA

Intel Corp.*
455 Pennsylvania Avenue

Fort Washin
Tel: (215) 64 (000
TWX: 510-661-2077

Intel Ce
400 Penn Cenw Blvd.

ite 610
Pmsbur 15235
Tel: (412) 823-4970

PUERTO RICO

Intel Microprocessor
South Indusvlll Park

Las Pledras 0067
Tel: (809) 733-8616

TEXAS

Intel Corp.

313 E. Anderson Lane
Suite 314

Austin 78752

Tel: (512) 454-3628

MARYLAND

7833 Walker Dr., 4th Floor
Greenbelt 2(
Tel: (301) 220-3380

SYSTEMS ENGINEERING OFFICES

TEXAS (Cont'd.)
Intel Corp.*
12000 Ford Road
Suite 400
Dallas 75234
Tel: (214) 241-8087
FAX: 214-484-1180
Intel Cow.‘
7322 S.W. Freeway
Suite 1490
}rio'u?‘,ton 77074
el:

X: 91 &SBI -2490

UTAH

428 E‘i%?aw South
Suite 104

Muma‘!iﬂo?
Tel: (801) 263-8051

VIRGINIA

Intel Corp.
1504 Sarta Rosa Rosd

Rwﬂmond 23288
Tel: (804) 282-5668

WASHINGTON
Intel Corp.

Tel: g206 453-8086
: 910-443-3002

Intel Corp.

408 N. Mullan Road

Suite 102

‘Spokane 99206

Tel: (509) 928-8086

WISCONSIN

Inte! Corp.

33%08 Executbve Dr.

Brool Id

Tor (414 704

FAX: (414) i
CANADA
BRITISH COLUMBIA

Intel Semiconductor of Canada, Ltd.
4585 Canada Wa Suite 202

ol: (604) 08.0987
FAX: (604) 298-8234

ONTARIO
Intel Semiconductor ol Canada, Ltd.
2650 Queensview Drive
uite
Ottawa K28 8HE
Tel: (613) 829-9714
TLX: 053-4115
Intel Semiconductor of Canada, Ltd.
190 Attwell Drive

Ui
Rexdale M9W 6H8
Tel: (416) 675-2105
FAX: (416) 675-2438
QUEBEC
Intel safmconductof of Canada, Ltd.
620 St. John Boule:
Pointe Clairo HOR 32

s!)é 14) 694-9130
TWX: 514-694-9134
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UNITED STATES
Intel Corporation

3065 Bowers Avenue
Santa Clara, CA 95051

JAPAN

Intel Japan K. K.

5-6 Tokodai, Tsukuba-shi
Ibaraki, 300-26

FRANCE
Intel Paris
1. Rue Edison, BP 303

78054 Saint-Quentin-en-Yvelines Cedex

UNITED KINGDOM

Intel Corporation (U .K.) Ltd.
Pipers Way

Swindon

Wiltshire. England SN3 1RJ

WEST GERMANY

Intel Semiconductor GmbH
Seidlstrasse 27

D-8000 Muenchen 2

HONG KONG

Intel Semiconductor Ltd.
10/F East Tower

Bond Center

Queensway, Central

CANADA

Intel Semiconductor of Canada. Ltd.

190 Attwell Drive, Suite 500
Rexdale, Ontario M9W 6HS8
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