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Figure 4-10. ROM/PROM/EPROM Bus Interface 

TIMING ANALYSIS FOR ROMS 

210760-87 

Read-only memories have four critical timing parameters that must be considered when 
interfacing these devices to an 80286. These parameters are: 

1. Address to Output Delay (Address Access Time) 

2. Chip-Enable to Output Delay (Chip-Enable Access Time) 

3. Output Enable to Output Delay (Command Access Time) 

4. Output Enable High to Output Float (Data Float Time) 

By comparing these memory timing requirements to the 80286 timing values, the required 
number of wait states can be determined to guarantee a reliable memory interface. 

As an example, consider a standard memory interface using 2764-20 EPROMs buffered by 
a single level of 74AS245 transceivers. Table 4-8 shows the requirements of the 2764-20 and 
the times allowed by an 80286 running with 1 wait state, using the standard ALE memory 
configuration described previously. By comparing the timing values shown in the table, it is 
clear that a 2764-20 EPROM is compatible with the 80286 system operating with one wait 
state. 
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Table 4-8. Timing Analysis for the 2764-20 EPROM 

2764-20 EPROM 1Q-MHz 80286 
Timing Parameter (Max. Required) 1 Wait State 

(Min. Provided) 

Address Access Time 200.0 ns 207.0 ns 
Chip-Enable Access Time 200.0 ns 207.0 ns 
Command Access Time 75.0 ns 163.5 ns 
Data Float Time 55.0 ns 182.0 ns 

Timing for an interleaved memory configuration or for systems using special Strobe logic 
can be determined in a similar manner. It should also be noted that the timing. of memory 
operations using any of the three memory interface techniques can be further modified by 
slowing the processor clock. An 8-MHz 80286 operating with a IS-MHz clock rather than 
the usual16-MHz clock can support 200 ns memories such as the 2764-20 EPROM at zero 
wait states. 

Table 4-9 shows the wait· state requirements for a variety of different Intel EPROMs for 
several different memory configurations. In each configuration, a single level of data trans­
ceivers is assumed. 

Table 4-9. Wait-State Requirements for Intel EPROMs 

EPROM Speed Standard Special Interleaved 
ALE Strobe Strobe Logie Memory System 

2732A-20 12.5 MHz 2 2 1 
10 MHz 1 1 1 
8 MHz 1 1 0 
6 MHz 1 0 0 

2732A-25 12.5 MHz 2 2 2 
10 MHz 2 2 1 
8 MHz 1 1 1 
6 MHz 1 1 1 

2764A-1 12.5 MHz 2 1 1 
10 MHz 1 1 1 
8MHz 1 0 0 
6 MHz 0 0 0 

2764A-20 12.5 MHz 2 2 1 
10 MHz 1 1 1 
8 MHz 1 1 0 
6 MHz 1 0 0 

2764A-25 12.5 MHz 2 2 2 
10 MHz 2 2 1 
8 MHz 1 1 1 
6MHz 1 1 1 
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Figure 4-11. Generating Chip Selects for Devices without Output Enables 

If multiple chip selects are available at the device, BHE and AD may directly control device 
selection. This allows normal chip-select decoding of the address space and direct connection 
of the memory read and write commands to the memory devices. Another alternative is to 
use the multiple chip select inputs of the device to directly decode the address space (linear 
selects) and use the separate write-strobe technique to minimize the control circuitry needed 
to generate chip selects. As with the EPROMs and ROMs, the address lines connected to 
the memory devices must start with Al rather than AD for a standard memory interface. 

For an interleaved memory subsystem, the low-order address lines beginning with Al are 
used as bank selects. Address lines that connect to the memory devices start with the lowest 
address bit after the bank select address lines. 
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Table 4-9. Wait-State Requirements for Intel EPROMs (Cont'd.) 

EPROM Speed 
Standard Special Interleaved 

ALE Strobe Strobe Logic Memory System 

2764A-30 12.5 MHz 2 2 2 
10 MHz 2 2 2 
8 MHz 2 1 1 
6 MHz 1 1 1 

27128A-11 12.5 MHz 1 1 1 
10 MHz 1 0 0 
8 MHz 0 0 0 
6 MHz 0 0 0 

27128A-1 12.5 MHz 1 1 1 
10 MHz 1 1 1 
8 MHz 1 0 0 
6 MHz 0 0 0 

27128A-20 12.5 MHz 2 2 1 
10 MHz 1 1 1 
8 MHz 1 1 0 
6 MHZ 1 0 0 

27128A-25 12.5 MHz 2 2 2 
10 MHz 2 2 1 
8 MHz 1 1 1 
6 MHz 1 1 1 

27128A-30 12.5 MHz 2 2 2 
10 MHz 2 2 2 
8 MHz 2 1 1 
6 MHz 1 1 1 

27256-1 12.5 MHz 2 1 1 
10 MHz 1 1 1 
8 MHz 1 0 0 
6 MHz 0 0 0 

27256-20 12.5 MHz 2 2 1 
10 MHz 1 1 1 
8 MHz 1 1 0 
6 MHz 1 0 0 

27256-25 12.5 MHz 2 2 2 
10 MHz 2 2 1 
8 MHz 1 1 1 
6 MHz 1 1 1 

27256-30 12.5 MHz 2 2 2 
10 MHz 2 2 2 
8 MHz 2 1 1 
6 MHz 1 1 1 

27512-20 12.5 MHz 2 2 1 
10 MHz 1 1 1 
8 MHz 1 1 0 
6 MHz 1 0 0 
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Table 4-9. Wait-State Requirements for Intel EPROMs (Cont'd.) 

EPROM Speed 
Standard Special Interleaved 

ALE Strobe Strobe Logic Memory System 

27512-25 12.5 MHz 2 2 2 
10 MHz 2 2 1 
8 MHz 1 1 1 
6MHz 1 1 1 

27512-30 12.5 MHz 2 2 2 
10 MHz 2 2 2 
8 MHz 2 1 1 
6MHz 1 1 1 

Static RAM Devices 

Interfacing static RAM to an 80286 CPU introduces several new requirements into the 
memory design. The address lines AO and BHE must be included in the chip-select/enable 
decoding for the devices, and write timing must be considered in the timing analysis. 

Data bus connections for each device must be restricted to either the upper- or lower-half of 
the data bus to allow byte transfers to only one half of the data bus. Devices like the 2114 
or 2142 must not be configured to straddle both the upper and lower halves of the data bus. 

To allow selection of either the upper byte, lower byte, or full 16-bit word for write opera­
tion, BHE must condition selection of the upper byte and AO must condition selection of the 
lower byte. Figure 4-11 shows several techniques for selecting devices with single chip-selects 
and no output-enables (2114, 2141, 2147A, 2148H/49H). Figure 4-12 shows selection 
techniques for devices with both chip-selects and output-enables (2128, 2167A). 

Devices without output-enables require inclusion of AO and BHE to decode or enable chip 
selects. The MRDC and MWRC commands are used to qualify chip-select generation to 
prevent bus contention. Devices with common input/output pins (2114, 2142) and no output­
enable require special care to strobe chip-enable low only after write-enable is valid. Write­
enable and write data must be held valid until after chip-enable goes high. 

For devices with separate input and output pins (2141, 2147, 2167A), the outputs can be 
tied together and used as described in Chapter Three. 

For devices with output-enables (Figure 4-12), the write command may be gated with BHE 
and AO to provide upper- and lower-bank write strobes. This simplifies chip-select decoding 
by eliminating BHE and AO as a condition of decode. Although both devices are enabled 
during a byte write, only the appropriate high or low byte device will receive a write strobe. 
No bus contention exists during reads because the read command must be issued to enable 
the memory output drivers. 
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TIMING ANALYSIS FOR STATIC RAMS 

When interfacing static RAM devices to an 80286, write timing parameters must be consid­
ered in addition to read parameters. These additional timing parameters are: 

• Address Valid to End of Write (Address Access Time) 

• Chip Select to End of Write (Chip-Enable Access Time) 

• Write Pulse Width (Command Access Time) 

• Write Release (Address Hold From End of Write) 

• Data Valid to End of Write (Write Data Access Time) 

• Data Hold From End of Write (Write Data Hold Time) 

By comparing these memory timing requirements to the 80286 timing values, the required 
number of wait states can be determined to guarantee a reliable memory interface. 

As an example, consider a standard memory interface using 2147H-1 RAM's buffered by a 
single level of 74AS245 transceivers on both inputs and outputs. Figure 4-13 shows the 
memory configuration used in the analysis. Table 4-10 shows the timing requirements of the 
2147H-1 RAM and the times allowed by the 80286 running with zero wait states. 

The Read command access time (Data valid from read) is not applicable in this configura­
tion since WE is high throughout the cycle. MRDC merely enables the output data buffers 
to transfer data to the cpu. As demonstrated by the times shown in the table, the 
2147H-l static RAM is compatible with a zero-wait-state 80286 CPU. 

For slower RAM devices, special address Strobe logic or an interleaved memory configura­
tion can be used to increase the address and chip-select access times to permit operation at 
zero wait states. 

Pseudo-Static RAM Devices 

Integrated dynamic RAM devices have many of the same characteristics as static RAM 
devices, including a simple two-line control interface with output-enable and write-enable, 
and a simple chip-enable and address inputs. All of the complexities of typical dynamic 
RAM devices, such as row- and column-addressing, and refresh timing and arbitration, are 
integrated into the devices themselves. From the system designer's perspective, devices such 
as the 2186 and 2187 iRAMs can be treated in the same manner as simple static RAM 
devices. 

There are several considerations when designing systems using iRAMS which differ from 
designs using static RAM devices. First, the iRAM must see a single edge ("glitchless") 
transition of chip-enable (CE) at the beginning of the memory cycle to allow the iRAM to 
latch addresses and to initialize several internal clocks. 

4-35 



LATCHED 
ADDRESS 

MRDC 
AO 

BHE 

LATCHED 
BANK SELECT 

LATCHED 
MEMORY 
SELECT 

DEN 

DT R 

D15-0 

=z= 

-
DIR OE 

~ 74AS245 

(X2) 

MEMORY INTERFACING 

WRITE LOW 

WRITE HIGH 

~ HIGH BYTE 

WE 
AO-ll DI 

74AS245 ~ 2147H-l 
(X8) 

"'" DO es r------->' -
OE 

t LOW BYTE L-, WE 
AO-ll DI 

2147H-l 
74AS245 JJ (X8) 

"'" DO r- es ~ --
OE -..... t 

Figure 4-13. Static RAM Interface 

> 

---') 

TO ADDITIONAL 
MEMORY BANKS 

TO ADDITIONAL 
MEMORY BANKS 

210760-88 

Table 4-10. Timing Analysis for the 2147H-1 SRAM 

2147H·1 RAM 8-MHz 80286 
Timing 

(Max. Required) o Wait States 
(Min. Provided) 

Read Address Access Time 35.0 131.0 
Chip-Enable Access Time 35.0 109.0 
Read Command Access Time N/A N/A 

Write Address Access Time 35.0 162.0 
Chip-Enable Access Time 35.0 145.0 
Command Access Time 20.0 105.0 
Write Data Access Time 20.0 145.0 
Address Hold Time 0.0 34.7 
Write Data Hold Time 10.0 31.7 
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Second, since the iRAM accepts write data on the falling edge of write-enable (WE), the 
write data must be valid before write-enable is activated. 

The timing analysis of iRAM systems is similar to that of static RAM systems, with the 
exception that command delays may be needed in order to ensure write-data valid before 
write-command active. Specific details on designing memory systems using the iRAM 
are described in Application Note AP-132 "Designing Memory Systems with the 
8K X 8 iRAM." 

Dynamic RAM Devices 

The task of designing a dynamic RAM memory for an 80286 system is made more complex 
by the requirements for address multiplexing and memory-refresh logic. Fortunately, devices 
like the 8207 Advanced Dynamic RAM Controller and 82C08 CHMOS DRAM Controller 
simplify this task considerably. 

The 8207 Advanced Dynamic RAM Controller (ADRC) is a programmable, high-perform­
ance, systems-oriented controller designed to easily interface 16K, 64K, and 256K dynamic 
RAMs to a wide range of microprocessors, including the 80286 CPU. Dual-port configura­
tions are supported by two independent ports that operate in both synchronous- and 
asynchronous-processor environments. The 8207 also supports error detection and correction 
using the 8206 Error Detection and Correction Unit (EDCU). 

The 8207 Controller timing is optimized for maximum performance. With fast dynamic 
RAMs the 8207 can run at 0 wait states for most bus operations. 

As shown in Figure 4-14, the 8207 can be controlled directly by the 80286 status lines or by 
82288 command outputs, and can operate synchronously or asynchronously to the system 
clock. Figure 4-15 provides a block diagram for a single-port 8207 memory subsystem using 
the command interface. PCTL is tied low to configure the 8207 in command mode for 
compatibility with the 80286 signals. CPU status signals directly drive the read and write 
inputs to the controller while the 82C284 CLK signal provides the synchronous clock. Address 
lines connect directly to the controller, while data transfer is controlled by two sets of latches 
between the memory banks and the CPU. A byte mark latch decodes AO and BHE to condi­
tion the write enable signals for the high- and low-byte memory banks. 

The 8207 is capable of addressing 16K, 64K, and 256K dynamic RAMs, using an inter­
leaved memory arrangement. Memory can be divided into four banks, with each bank having 
its own RAS and CAS signal pair. Low-order address lines serve as bank selects to allow 
interleaved memory cycles. (Figure 4-16 shows the address connections to the ADRC for all 
three types of RAM devices.) 

Interleaving memory cycles between different banks of RAM devices result in the access 
time for a current cycle overlapping with the RAM precharge period for the previous cycle. 
When back-to-back transfers to the same memory bank occur (about 6% of the time), the 
8207 automatically inserts a wait state into the current cycle, adding about 6% to the overall 
execution time. Slower memory devices can be used with the 8207 at zero wait states than 
would be possible with RAM controllers that do not support interleaved memory access. 
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Figure 4-14. 80286-8207 Interfaces 

TIMING ANALYSIS FOR THE 8207 RAM CONTROLLER 

The analysis of timing for dynamic RAMs is more extensive than for a static RAM or 
EPROM. The analysis must include RAS, CAS, and refresh timing as well as standard bus 
interface timing. Figure 4-17 shows the memory subsystem that serves as the model for the 
timing analysis in this section. 

The subsystem shown in Figure 4-17 is a single-port configuration designed with an 8207 
ADRC and four banks of 2118-10 16K x 1 bit dynamic RAMs. Each bank is sixteen bits 
wide and is divided into a high byte (DI5-8) and a low byte (D7-0). Most 8207 signals 
connect directly to 80286, 82288, and 82C284 inputs and outputs. No address buffering is 
required. The RAM data inputs and outputs are buffered, with the 82288 DEN and DT /'R 
signals controlling the output data buffers. The PEA (Port Enable A) input to the ADRC 
is a non-latched chip-select driven by address-decode logic. 
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Figure 4-15. 8207 Single-Port Memory Subsystem 

The 8207 is programmed at reset through strapping options and a 16-bit program word. 
PCTLA, PCTLB, and RFRQ are strapped high or low to program port and refresh options. 
PCTLA is tied low to select command mode. (PCTLB is not shown; PEB should be strapped 
high to ignore the port B interface.) RFRQ is tied high to program the 8207 for self-refresh 
mode. POI (Program Data Input) accepts a 16-bit serial bit stream containing the program 
word. By strapping POI high or low, one of two sets of default parameters are selected. The 
example circuit in Figure 4-17 is programmed with the non-ECC mode default parameters 
shown in Table 4-11. 
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Figure 4-16. 256K, 64K, and 16K RAM Address Connections 

As shown in Figure 4-18, PDI can be driven by a 16-bit serial shift register to program the 
8207 for non-default operation. Sixteen bits are loaded into the register in parallel during 
reset and are shifted out in serial by the 8207 program clock (PCLK). 

Figure 4-19 shows the timing for three back-to-back memory cycles: a read from bank 1, a 
write to bank 2, and a read from bank 2. Since the first two cycles are to different memory 
banks, the RAS for the second cycle is overlapped with the RAS precharge period for the 
first cycle to allow the subsystem to respond with no wait states. 

In the case of back-to-back cycles to the same bank (cycles 2 and 3), the controller automat­
ically waits for the RAS precharge period between cycles before asserting RAS. AACKA 
from the 8207, which must be connected to the 82C284 SRDY input, is delayed long enough 
to guarantee an aqditional wait state to compensate for the slower subsystem response time. 
The 82C284 SRDY input is used rather than the ARDY input to accommodate the critical 
AACKA signal timing. ' 
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Figure 4-17. 128K-Byte Memory Subsystem 
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Table 4-11. Non-ECC Mode Programming, POI Pin (57) Tied to Ground 

Port A is Synchronous 

Port B is Asynchronous 

Fast-cycle Processor Interface (80286) 

Fast RAM (2118-10 compatible) 

Refresh Interval uses 236 clocks 

128 Row refresh in 2 ms; 256 Row refresh in 4 ms. 

Fast Processor Clock Frequency (16 MHz) 

"Most Recently Used" Priority Scheme 

4 RAM Banks Occupied 

SYSTEM r-------~--------------~RESET 
RESET 

...-------------1 PCLK 

8207 

PL SO SHIFT REG. DATA POI OUT 

I ~~:~IN 
W+l- ~.-+--;-I-

~ ~ l JUMPER OPTIONS 

Figure 4-18. External Shift Register Interface 

RAM timing to determine device compatibility is measured from RAS going low to data 
valid at the CPU pins. Maximum allowed RAS access time is: 

Maximum RAS Access Time (8207) 
Timing 

Symbol 6 MHz 8 MHz 

3 CLK Cycles 249.9 ns 187.5 ns 
- RAS active delay (max) 26 -35.0 ns -35.0 ns 
- 74LS640 Transceiver Delay (max) -15.0 ns -15.0 ns 
- Read Data Setup Time (min) 8 -20.0 ns -10.0 ns 

Maximum Allowed RAS Access Time = 187.9 ns 135.5 ns 
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Figure 4-19. 128K-Byte Memory Subsystem Timing 
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The corresponding CAS access time is: 

Maximum CAS Access Time (8207) 
Timing 

Symbol 6 MHz 8 MHz 

2 ClK Cycles 166.6 ns 125.0 ns 
- RAS active delay (max) 34 -35.0 ns -35.0 ns 
- 74lS640 Transceiver Delay (max) -15.0 ns -15.0 ns 
- Read Data Setup Time (min) 8 -20.0 ns -10.0 ns 

Maximum Allowed CAS Access Time = 104.6 ns 73.0 ns 

For typical DRAM devices, the CAS access time will be the limiting parameter. Table 4-12 
shows the timing requirements of a typical 100 ns DRAM and the times allowed by the 
80286 and 8207 operating with zero wait states. 

The circuit shown in Figure 4-17 will run at 0 wait states for most memory cycles; the 
subsystem will run with 1 wait state only when back-to-back accesses occur to the same 
memory bank. 

ERROR CORRECTION USING THE 8206 EDCU 

The 8207 DRAM Controller supports error detection and correction using the 8206 Error 
Detection and Correction Unit (EDCU). Figure 4-20 shows a memory subsystem using the 
8206 EDCU with the 8207 DRAM Controller. 

The 8207 interface to the RAM devices in ECC mode is almost identical to that in non­
ECC mode. RAM is divided into four banks with twenty-two devices in each bank. Sixteen 
RAM devices store data for use by the CPU; the remaining six RAM devices store check 
bits for use by the 8206 (EDCU). 

During data writes, the EDCU computes a check code and writes the code into the check 
RAM. During data reads, the EDCU compares the read data to the check code to detect 
errors. Single-bit errors are corrected and double-bit or multiple-bit errors are flagged. The 
8206 ERROR and CE (Correctable Error) signals inform the 8207 of error status. 
R/W (Read/Write) and WZ (Write Zero) from the 8207 control write/read and initiali­
zation modes of the 8206. Byte marks determine whether a byte or word write is performed 
by the 8206. 

Table 4-12. 8-MHz Timing Analysis for the 100 ns DRAMs 

8-MHz 80286 

Timing Parameter 100 ns DRAM with 8207 
(Max. Required) o Wait States 

(Min. Provided) 

RAS Access Time 100 ns 135.5 
CAS Access Time 50 ns 73.0 
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Figure 4-20. 8207 Memory Subsystem with ECC 

It is important to note that the 8206 EDCU introduces a propagation delay of 67 ns (max) 
into memory cycles. The ADRC automatically compensates for the delay by inserting an 
additional wait state into all bus cycles to ECC-protected memory. 

DUAL-PORT MEMORY SUBSYSTEMS USING THE 8207 ADRC 

The 8207 DRAM Controller contains on-chip arbitration logic to control dual-port memory 
subsystems. The concept of a dual-port memory subsystem, permitting access by an 80286 
over the 80286 local bus and also access by other processors over a system bus, was intro­
duced in Chapter Two. 
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In dual-port mode, the 8207 must arbitrate memory requests between port A, port B, and 
port C-the internal refresh port. Two port priority options can be programmed to select 
which port has priority over the others in g!lining access to the RAM memory array. In 
addition, the 8207 supports a LOCK input to prevent a second port from gaining access to 
the memory array until the port asserting the LOCK request has released the memory. 

Chapter Seven contains a detailed explanation of how to configure a dual-port subsystem 
between the 80286 local bus and the Multibus system bus. Specific examples are given for 
a dual-port memory subsystem with error checking and correction, and specific guidelines 
are given for implementing the LOCK input to the 82Q7 to prevent deadlock situations. 

The 82C08 Advanced Dynamic RAM Controller 

An alternative to using the 8207 Advanced Dynamic Ram Controller for designing DRAM 
interfaces, is the 82C08 Dynamic RAM Controller. The 82C08 CHMOS DRAM controller 
provides a highly integrated solution: in addition to performing refreshes, address multiplex­
ing, and control timings, it supports memory bank interleaving and can drive up to two 
banks of 64K or 256K dynamic RAMs. The 8ZC08 CHMOS DRAM controller can inter­
face 100 ns DRAMs to a 10 MHz 80286 processor without introducing wait states. In 
addition, the 82C08 supports both power down and battery back up modes, making it useful 
for low power or portable systems. 

Figure 4-21 shows a memory design using the 82C08 CHMOS DRAM controller to inter­
face 100 ns DRAMs to a 10 MHz 80286 system which can run at zero wait states. In this 
example, the 82C08 interfaces synchronously to the processor, which results in the best overall 
performance. 

The 82C284 clock generator provides the clocking for both the 82C08 and the 80286. The 
status lines of the 80286 are connected to the RD and WR inputs of the 82C08. 

The address lines of the 80286 connect directly to the ALO-AH8 address input pins of the 
82C08. In the fast cycle (80286) mode, the 82C08 generates an internal strobe to latch the 
addresses. In addition an external Latch is used to latch the AO and BHE signals, which are 
then decoded to derive the gating signals for upper and lower (byte) memory. 

The least significant address line, AI, is tied directly to the bank select, BS, input. This 
allows memory interleaving; Multiple bus accesses to consecutive memory addresses causes 
each access to occur in alternate banks of memory. This allows overlapping the RAS 
precharge of the first access behind the memory access of the next cycle. 

The 82C08 performs early write memory cycles, which allows data-in and data-out pins of 
the DRAMs to be tied together. Data buffers are required between the 80286 Data pins and 
the DRAM data in/out pins to prevent bus contention which can occur during a read cycle 
because the 82C08 CAS line drivers drive data onto the bus up to 5.0 ns past the end of the 
bus cycle. If another bus cycle were to start immediately after a read cyCle, there could be 
bus contention between the processor and the DRAM controller. . 
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Figure 4-21. 82C08 Interface to an 80286 

Timing Analysis for the 82C08 DRAM Controller 

RAM timing to determine device compatibility is measured from RAS going low to data 
valid at the CPU pins (see Figure 4-22). Maximum allowed RAS access time is: 

Maximum RAS Access Time 

Timing 
(82C08) 

Symbol 10 MHz 

3 CLK Cycles 150.0 ns 
- RAS active delay (max) 25 -25.0 ns 
- 74AS245 Transceiver Delay (max) -7.5 ns 
- Read Data Setup Time (min) 8 -8.0 ns 

Maximum A"owed RAS Access Time = 109.5 ns 
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Figure 4-22. Read Data Setup and Hold Time Waveform (CO Configuration - 100 ns DRAMs) 

The corresponding CAS access time is: 

Maximum CAS Access Time 

Timing 
(82C08) 

Symbol 10 MHz 

2 ClK Cycles 100.0 ns 
- CAS active delay (max) 32 -35.0 ns 
- 74AS245 Transceiver Delay (max) -7.5 ns 
- Read Data Setup Time (min) 8 -8.0 ns 

Maximum Allowed CAS Access Time = 49.5 ns 

For typical DRAM devices, the CAS access time will be the limiting parameter. Table 4-13 
shows the timing requirements of a typical 100 ns DRAM and the 82C08 operating with 
zero wait states. 

The circuit shown in Figure 4-21 will run at 0 wait states for most memory cycles; the 
subsystem will run with 1 wait state only when back-to-back accesses occur to the same 
memory bank. 
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For more information refer to the 82C08 User's Manual, order number 296039-001, and 
the 82C08 CHMOS Dynamic RAM Controller Data Sheet which can be found in the Intel 
Microprocessor and Perpheral Handbook, Vol. II, order number 230843-004. 

Table 4-13. 10 MHz Timing Analysis for the 100 ns DRAMs 

10-MHz 80286 

Timing Parameter 100 ns DRAM with 82C08-20 
(Max_ Required) o Wait States 

(Min. Provided) 

RAS Access Time 100 ns 109.5 
CAS Access Time 25 ns 49.5 
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CHAPTER 5 
1/0 INTERFACING 

The 80286 supports both 8-bit and 16-bit input/output devices that can be mapped into 
either a special I/O-address space or the 80286 memory-address space. 

• I/O-mapping permits I/O devices to reside in a separate 64K I/O address space. Four 
special I/O instructions are available for device communications, and the I/O Privilege 
level offers I/O device protection. 

• Memory-mapping permits I/O devices to reside anywhere in the 80286 memory space. 
The full 80286 instruction set can be used for I/O operations, and the full memory­
management and protection features of the 80286 can be used for device protection. 

This chapter describes how to design I/O devices into an 80286 system: 

• The first section of this chapter establishes the tradeoffs between I/O-mapped and 
memory-mapped I/O. 

• The second section describes several techniques for connecting data buses and generating 
chip-selects for both 8-bit and 16-bit I/O devices. Various alternatives are described for 
both I/O-mapped and memory-mapped devices. 

• The third section discusses the timing considerations for I/O operations, and contains 
examples of worst-case timing analyses. 

• The fourth section contains specific I/O interface examples, including interfaces for the 
8274 Multi-Protocol Serial Controller, the 8255A Programmable Peripheral Interface, 
and the 8259A Programmable Interrupt Controller. 

• The last section of this chapter introduces the iSBX™ bus interface; the iSBX bus allows 
single-board computer systems to be modularly expanded simply by plugging in 
I/O-mapped iSBX Multimodule Boards. 

I/O-MAPPING VS. MEMORY-MAPPING 

The 80286 CPU is capable of supporting either I/O-mapped or memory-mapped I/O devices. 
As outlined in the introduction, these two alternatives differ in three key respects. Although 
a decision to use one alternative or another will depend on the particular requirements of 
the design, the tradeoffs between these alternatives should be considered. 

Address-Decoding 

I/O-mapped devices reside in a separate 64K I/O address space, whereas memory-mapped 
devices reside in the full 16 Mbyte physical memory space. For this reason, the address­
decoding required to generate chip-selects for I/O-mapped devices may be simpler than that 
required for memory-mapped devices. 
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80286 Instruction Set 

I/O-mapped devices are accessible to programmers using the IN, OUT, INS, and OUTS 
instructions of the 80286. IN and OUT instructions transfer data between I/O addresses 
and the AX (16-bit transfers) or AL (8-bit transfers) registers. The first 256 bytes of I/O 
space are directly-addressable by the I/O instructions, whereas the entire I/O space (64K 
bytes) can be indirectly-addressed through the DX register. INS and OUTS are string 
instructions used to transfer blocks of data between memory and I/O devices. For more 
information on these I/O instructions, see the 80286 Programmer's Reference Manual. 

Memory-mapped devices are accessible using the full 80286 instruction set, allowing efficient 
coding of such tasks as I/O-to-memory, memory-to-I/O, and I/O-to-I/O transfers, as well 
as compare and test operations. 

Figure 5-1 illustrates the advantages of using memory-mapped I/O over I/O-mapped I/O 
in performing a simple bit-manipulation task. After setting up pointers to the I/O device, 
the memory-mapped I/Oe}(ample accomplishes the task in a single instruction; the 
I/O-mapped example requires three. 

BIT-MANIPULATION FOR 
I/O-MAPPED 1/0 DEVICE 

SETBIT: MOV DX,STAT_REG point to status 

I Ii 
OR 
OUT 

SETBIT: MOV 
MOV 

A L , D X 
AL,10H 
D X , A L 

read status word 
set bit 4 
output statu! word 

BIT-MANIPULATION FOR 
MEMORY-MAPPED 1/0 DEVICE 

AX,ID-SELBASE j 

E S , A X 
110 base addr 
load seg base 

OR ES:BYTE PTR STAT_REG,10H 
j set bit 4 of status word 

Figure 5-1. Comparing Memory-Mapped and I/O-Mapped I/O 
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Device Protection 

I/O-mapped devices are offered protection by the 80286 I/O Privilege level. This privilege 
level can be used either to prevent a task from accessing any I/O devices, or to permit the 
task access to all of the I/O-mapped devices. 

Memory-mapped devices fall under the protection of the 80286 memory-management and 
protection features. Depending on how devices are mapped into the memory space, individ­
ual tasks may be given access to particular I/O devices, while other devices are either visible­
but-protected, or else mapped entirely out of the task's visible address space. Memory­
mapping of devices thus permits more flexibility in offering protection of individual system 
resources than I/O-mapping does. 

INTERFACING TO 8-BIT AND 16-BIT 1/0 

Although the 80286 can address I/O devices as either byte (8-bit) or word (l6-bit) devices, 
several considerations must be observed when connecting these devices to the 80286 bus. 
The following sections describe data bus connections and chip-select techniques for both 
I/O-mapped and memory-mapped I/O devices. 

Address Decoding 

As mentioned in the previous section, the address-decoding for I/O-mapped devices is 
somewhat simpler than that for memory-mapped devices. One simple technique for decoding 
memory-mapped I/O addresses is to map the entire 80286 I/O space into a 64-Kilobyte 
region of the 80286 memory space. If desired, the address decoder can be configured so that 
the I/O devices respond to both a memory address and an I/O address. This configuration 
allows system compatibility with software using the 80286-family I/O instructions, while 
also permitting the use of software that takes advantage of memory-mapped I/O and the 
80286 memory-management and protection features. 

Another factor affecting decoder complexity is the particular choice of addresses for either 
I/O-mapped or memory-mapped devices. Before selecting addresses for various I/O devices, 
however, designers must be aware of several restricted address spaces imposed by the 80286 
architecture. Figure 5-2 shows these restricted address regions for both memory-mapped and 
I/O-mapped devices. 

A third factor worth considering when decoding addresses is that an address decoder can be 
made less complex by decoding fewer of the lower address lines, resulting in larger granu­
larity in the addresses corresponding to an individual I/O device. The 64-K I/O address 
space of the 80286 leaves plenty of freedom for allocating addresses to individual I/O devices. 
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210760-135 

Figure 5-2_ Restricted Address Regions 

Memory-Mapped I/O 

Figure 5-3 shows a simple decoding circuit for mapping the 80286 I/O space into a 64K 
region of the 80286 memory space. This technique, described above, allows individual I/O 
devices to respond to both a memory address and an I/O address. This particular circuit 
maps the I/O space into the region of the 80286 memory space which corresponds to 
addresses FE OOOOH through FE FFFFH (this region is the second 64K region from the top 
of the physical address space; the top 64K region typically contains the code for 80286 
system-reset processing). 

When this memory-mapping technique is used, the low sixteen address bits must still be 
decoded to generate chip selects (in the same manner as for I/O-mapped devices). The 10RC 
and 10WC commands, rather than MRDC and MWTC, are generated by the Bus Control­
ler whenever a bus operation accesses addresses in the specified region. For this reason, 
subsequent sections of this chapter will not distinguish between memory-mapped and 
I/O-mapped devices. 
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Figure 5-3_ Memory-Mapping 1/0 Devices 

The maximum decode time for the simple gating arrangement shown in Figure 5-3 is: 

Maximum Decode Time for Circuit in Figure 5-3 

Timing Symbol 6 MHz 8 MHz 10 MHz 12_5 MHz 

2 ClK Cycles 166.6 ns 125.0 ns 100.0 ns 80.0 ns 
- Address Valid Delay (max) 13 -80.0 ns -60.0 ns -35.0 ns -32.0 ns 
- MIlO Setup Time (min) 6 -28.0 ns -22.0 ns -18.0 ns -15.0 ns 

Maximum Decode Time = 58.6 ns 43.0 ns 47.0 ns 33.0 ns 

or 43.0 ns from address valid to allow sufficient setup time for M/IO to be sampled by the 
82288 Bus Controller for an 8 MHz system. 

The same circuit technique shown in Figure 5-3 may be used to memory-map I/O devices 
that reside on the MUL TIBUS. The Bus Controller shown in the circuit would then be used 
to control the MUL TIBUS signals; this technique is discussed further in Chapter Seven in 
conjunction with MULTI BUS I/O. 

8-Bit I/O 

Although 8-bit I/O devices may be connected to either the upper- or lower-half of the data 
bus, it is recommended that designers use the lower half of the data bus for 8-bit devices. 
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The particular address assigned to a device determines whether byte transfers will use the 
upper- or lower-half of the data bus. 

• If a device is connected to the upper half of the data bus, all I/O addresses assigned to 
. the device must be odd (AO = I). 

• If the device is on the lower half of the bus, its addresses must be even (AO = 0). 

Since AO will always be high or low for a specific device, this address line cannot be used as 
an address input to select registers within a device. If a device on the upper half and a device 
on the lower half of the bus are assigned addresses that differ only in AO (adjacent odd and 
even addresses), AO and BHE must be conditions of chip select decode to prevent a write to 
one device from erroneously performing a write to the other. Figure 5-4 shows several 
techniques for generating chip selects for I/O-mapped devices. 

The first technique (a) uses separate 74AS138's to generate chip selects for odd- and even­
addressed byte peripheral devices. If a word transfer is performed to an even-addressed device, 
the adjacent odd-addressed I/O device is also selected, This allows accessing the devices 
individually for byte transfers or simultaneously as a 16-bit device for word transfers. The 
second technique (b) restricts the chip selects to byte transfers. Word transfers to odd 
addresses, since they are performed as two byte transfers, are also permitted. The last 
technique (c) uses a single 74AS138 to generate odd and even device selects for byte trans­
fers. Even device selects are generated for both byte and word transfers to even addresses. 

If greater than 256 bytes of I/O space are required, additional decoding beyond what is 
shown in the examples may be necessary. This can be done with additional TTL, 74AS138's, 
or PROMs. Figure 5-5 shows a PROM used as an I/O address decoder generating latched 
chip-selects. The bipolar PROM is slightly slower than multiple levels of TTL (50 ns for 
PROM vs. 30 to 40 ns for TTL), but provides full decoding in a single package, and allows 
easy reconfiguration of the system I/O map by inserting a new PROM; no circuit board or 
wiring modifications are required. By using ALE to latch the decoded chip selects, up to 
62 ns are available for decoding without affecting address access timing for an 8 MHz system: 

Maximum Address Decode Time 

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz 

2 ClK Cycles 166.6 ns 125.0 ns 100.0 ns 80.0 ns 
- Address Valid Delay (max) 13 -80.0 ns -60.0 ns -35.0 ns -32.0 ns 
+ ALE Active Delay (min) 16 3.0 ns 3.0 ns 3.0 ns 3.0 ns 

Maximum Address Decode Time = 83.6 ns 62.0 ns 62.0 ns 45.0 ns 

One last technique for interfacing with 8-bit peripherals is considered in Figure 5-6. The 
16-bit data bus is multiplexed onto an 8-bit bus to accommodate byte-oriented DMA or 
block transfers to memory-mapped 8-bit I/O. Devices connected to this interface may be 
assigned a sequence of odd and even addresses rather than all odd or all even. 
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Figure 5-4. Generating 1/0 Chip Selects 
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16-Bit 1/0 

For efficient bus utilization and simplicity of device selection, 16-bit I/O devices should be 
assigned to even addresses. As shown in Figure 5-7, both AO and BHE should be conditions 
of chip-select decode to guarantee that a device is selected only for word operations. 

Linear Chip Selects 

Systems with 15 or fewer I/O ports that reside only in I/O space, or that require more than 
one active select (at least one low active and one high active) can use linear chip selects to 
access the I/0 devices. Latched address lines Al through A15 connect directly to I/O device 
selects as shown in Figure 5-8. 

TIMING ANALYSIS FOR 1/0 OPERATIONS 

By analyzing the worst-case timing for 80286 I/O cycles, designers can determine the timing 
requirements for various I/O devices and the need for wait states in the 80286 bus cycle. 
This section explains how to perform a worst-case timing analysis for I/O operations. 

Timing for 80286 I/0 cycles is identical to memory cycle timing in most respects and, like 
memory timing, is dependent on a particular model. Figure 5-9 shows the model used here 
to discuss worst-case timing analysis. Address and chip selects are measured from the outputs 
of latches (strobed by ALE). Data valid for reads is measured at the data pins of the cpu. 
Data valid for writes is measured at the data inputs to the I/0 device. 10RC and 10WC 
are 82288 outputs. Figures 5-10 and 5-11 show I/0 read and write timing for no-wait-state 
operation. 

~ ADDRESS ABC 00 

-V ~4AS138 I ==I EVEN ADDRESSED Ao G2A 
WORD PERIPHERALS 

ifHE G2B 
'--- G1 07 

210760·131 

Figure 5-7. 16-Bit I/O Decode 
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Figure 5-8. Linear Selects for 1/0 Devices 

The timing parameters used in the analysis are defined as follows: 

= Latched address valid to command active 
Latched address hold from command inactive 
Command pulse width 

TLAVCML 
TCMHLAX 
TCMLCMH 
TCMLDV 
TLAVDV 
TDVCMH 
TCMHDX 
TCMHDF 
TLCECML 
TCMHLCEX= 
TLCEDV 
TCMLCML 
TCMHCML 

Command active to data valid 
Latched address valid to data valid 
Data valid to command inactive 
Data hold from command inactive 
Data float from command inactive 
Latched chip enable to command active 
Latched chip enable hold from command inactive 
Latched chip enable to data valid 
Interval from one operation to the next 
Interval between commands (not shown) 

210760-97 

The worst-case timing values can be calculated by assuming the maximum delay in the 
latched address, chip select, and command signals, and the longest propagation delay through 
the data buffers (if present). These calculations provide the minimum possible access time 
and can be used to determine the compatibility of I/O devices. 
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Figure 5-9. 1/0 Cycle Model 

Read Operations 

For read operations, data must be valid at the pins of the 80286 t8 ns before the falling edge 
of eLK at the end of T c. The important timing parameters that determine whether 
I/O devices require one or more wait states are the address and command access times 
required by the device before read data will be valid. 

Taking into consideration the maximum propagation delay through the 74AS245 data trans­
ceivers, the worst-case address access time provided during read operations with zero wait 
states is: 

Minimum Address Access Time 

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz 

3 ClK Cycles 249.9 ns 187.5 ns 150.0 ns 120.ns 
- ALE Active Delay (max) 16 -25.0 ns -20.0 ns -16.0 ns -16.0 ns 
- Address Valid Delay (max) 13 -80.0 ns -60.0 ns -35.0 ns -32.0 ns 
- 74AS373 C-To-Ouput Delay (max) -11.5 ns -11.5 ns -11.5 ns -11.5 ns 
- 74AS245 Transceiver Delay (max) -7.5 ns -7.5 ns -7.5 ns -7.5 ns 
- Read Data Setup Time (min) 8 -20.0 ns -10.0 ns -8.0 ns -5.0 ns 

Minimum Address Access Time = 184.9 ns 137.5 ns 106.0 ns 79.0 ns 
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Figure 5-10. I/O Read Cycle Timing 
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Figure 5-11. I/O Write Cycle Timing 
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The calculations for the worst-case command access times provided during read cycles are 
similar: 

Minimum Command Access Time 

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz 

2 ClK Cycles 166.6 ns 125.0 ns 100.0 ns 80.0 ns 
- Command Active Delay from ClK (max) 29 -40.0 ns -25.0 ns -21.0 ns -21.0 ns 
- 74AS245 Transceiver Delay (max) -7.5 ns -7.5 ns -7.5 ns -7.5 ns 
- Read Data Setup Time (min) 8 -20.0 ns -10.0 ns -8.0 ns -5.0 ns 

Minimum Command Access Time = 99.1 ns 82.5 ns 63.5 ns 46.5 ns 

If wait states are inserted into every I/O cycle, access times for the relevant parameters are 
increased by 2 CLK cycles for each wait state. Address, chip enable, and command times 
for a single buffered system running with from zero to two wait states are shown in 
Table 5-1. 

Another critical timing parameter for I/O read operations is data float time. Data float time 
measures the time required by the I/O device to disable its data drivers following a read 
operation. If the 80286 attempts to perform a write operation immediately following a read 
from an I/O device, the I/O device must disable its data drivers before the DEN signal 
from the Bus Controller re-enables the 74AS245 data transceivers, or data bus contention 
will occur. 

For the I/O configuration shown in Figure 5-9, the maximum data float time afforded an 
I/O device is 57.5 ns. For a typical I/O device, this allowed data float time is inadequate. 
However, if a buffered local bus contains only I/O devices, the 80286 cannot perform 

Table 5-1. Timing Analysis for 1/0 Read Operations 

Worst-Case Access Time Speed o Wait 1 Wait 2 Wait 3 Wait 
States State States States 

Address Access Time (min) 12.5 MHz 79.0 ns 159.0 ns 239.0 ns 319.0 ns 
10 MHz 106.0 ns 206.0 ns 306.0 ns 406.0 ns 
8 MHz 137.5 ns 262.5 ns 387.5 ns 512.5 ns 
6 MHz 184.9 ns 351.5 ns 518.1 ns 684.7 ns 

Chip Select Access Time (min) 12.5 MHz 79.0 ns 159.0 ns 239.0 ns 319.0 ns 
10 MHz 106.0 ns 206.0 ns 306.0 ns 406.0 ns 
8 MHz 137.5 ns 262.5 ns 387.5 ns 512.5 ns 
6 MHz 184.9 ns 351.5 ns 518.1 ns 684.7 ns 

Command Access Time (min) 12.5 MHz 46.5 ns 126.5 ns 206.5 ns 286.5 ns 
10 MHz 63.5 ns 163.5 ns 263.5 ns 363.5 ns 
8 MHz 82.5 ns 207.5 ns 332.5 ns 457.5 ns 
6 MHz 99.1 ns 265.7 ns 432.3 ns 598.9 ns 
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back-to-back read-write operations to that bus, and so the circumstances producing bus 
contention will not occur. If the I/O devices share the bus with memory such as static RAMs, 
then back-to-back read-write operations are possible and bus contention must be specifically 
prevented. 

To accommodate the data float time requirements of typical I/O devices, and thereby avoid 
bus contention, the output enables of the data bus tranceivers can be delayed for the neces­
sary length of time. Figure 5-12 shows an example circuit that delays enabling the data 
transceivers following a read operation to the selected I/O devices. This same circuit, 
described in the previous chapter for use with memory devices, provides a maximum data 
float time for a peripheral of: 

Minimum Data Float Time 

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz 

2 CLK Cycles 166.6 ns 125.0 ns 100.0 ns 80.0 ns 
- Command Inactive Delay from CLK (max) 30 -30.0 ns -25.0 ns -20.0 ns -20.0 ns 
+ 74AS245 Transceiver Enable Time (min) 2.0 ns 2.0 ns 2.0 ns 2.0 ns 

Maximum Data Float Time = 138.6 ns 102.0 ns 82.0 ns 62.0 ns 

Write Operations 

For typical write operations to an I/O device, data is latched into the device on the rising 
edge of the Write command at the end of Te. The important timing parameters that deter­
mine whether wait states are required are the address and command access times before 
command high. 

The worst-case address-valid to command-high access time provided during write operations 
with zero wait states is: 

Maximum Address Access Time 

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz 

3 CLK Cycles 249.9 ns 187.5 ns 150.0 ns 120.0 ns 
- ALE Active Delay (max) 16 -25.0 ns -20.0 ns -16.0 ns -16.0 ns 
- 74AS373 C-To-Output Delay (max) -11.5 ns -11.5 ns -11.5 ns -11.5 ns 
+ Command Inactive Delay from CLK (min) 30 5.0 ns 5.0 ns 5.0 ns 5.0 ns 

Maximum Address AccessTime = 218.4 ns 161.0 ns 127.5 ns 97.5 ns 

5-14 



ClK 

82288 
BUS 

CONTROllER 

iOWC 

lORe 

DT/R DEN 

I 

110 INTERFACING 

BUS SELECT 
(lATCHED OUTPUT OF 
ADDRESS DECODER) -

74lS175 74lS175 

_D Qf-D Q 

A A 

I I 

t 
DIR Of 

< > 74AS245 
DATA TRANSCEIVER 

8286 

<=> 

Figure 5-12. Delaying Transceiver Enable 

IOWC 

lORe 

1/0 
DEVICE 

D'S-Do 

210760-101 

Worst-case command-active to command-inactive timing is calculated in a similar manner 
(command timing for write opertions in not affected by buffers in the data path): 

Minimum Command Pulse Width 

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz 

2 CLK Cycles 166.6 ns 125.0 ns 100.0 ns 80.0 ns 
- Command Active Delay from CLK (max) 29 -40.0 ns -25.0 ns -21.0 ns -21.0 ns 
+ Command Inactive Delay from CLK (min) 30 5.0 ns 5.0 ns 5.0 ns 5.0 ns 

Minimum Command Pulse Width = 131.6 ns 105.0 ns 84.0 ns 64.0 ns 
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The data-valid to command-inactive time for write operations must include data buffer delays. 
The data-valid to command-inactive setup time is: 

Maximum Data Setup Time 

Timing Symbol 6 MHz 8 MHz 10 MHz 12.5 MHz 

3 ClK Cycles 249.9 ns 187.5 ns 150.0 ns 120.0 ns 
- Write Data Valid Delay (max) 14 -65.0 ns -50.0 ns -30.0 ns -30.0 ns 
- 74AS245 Transceiver Delay (max) -7.5 ns -7.5 ns -7.5 ns -7.5 ns 
+ Command Inactive Delay from ClK (min) 30 5.0 ns 5.0 ns 5.0 ns 5.0 ns 

Maximum Data Setup Time = 182.4 ns 135.0 ns 117.5 ns 87.5 ns 

If wait states are inserted into every I/O cycle, each of the relevant parameters for write 
operations are increased by 2 CLK cycles for each wait state. Address, chip-enable, command, 
and data-valid times for a single buffered system running with from zero to two wait states 
are shown in Table 5-2. 

The CMDL Y and CEN inputs to the 82288 can significantly alter bus cycle timing. CMDL Y 
can delay commands to produce more address, chip enable, and (for write operations) data 
setup time before a command is issued. CEN can hold commands and data buffer control 
signals inactive, also altering bus cycle timing. When used, the effects of these inputs must 
also be included in any worst-case timing analysis. 

Table 5-2. Timing for Write Operations Using Standard ALE Strobe 

Maximum Access Times Speed o Wait 1 Wait 2 Wait 3 Wait 
States State States States 

Address Access Time (min) 12.5 MHz 97.5 ns 177.5 ns 257.5 ns 337.5 ns 
10MHz 127.5 ns 227.5 ns 327.5 ns 427.5 ns 
8MHz 161.0 ns 286.0 ns 411.0 ns 536.0 ns 
6 MHz 218.4 ns 385.0 ns 551.6 ns 718.2 ns 

Chip-Select Access Time (min) 12.5 MHz 97.5 ns 177.5 ns 257.5 ns 337.5 ns 
10 MHz 127.5 ns 227.5 ns 327.5 ns 427.5 ns 
8 MHz 161.0 ns 286.0 ns 411.0 ns 536.0 ns 
6MHz 218.4 ns 385.0 ns 551.6 ns 718.2 ns 

Command Pulse Width (min) 12.5 MHz 64.0 ns 144.0 ns 224.0 ns 304.0 ns 
10 MHz 84.0 ns 184.0 ns 284.0 ns 384.0 ns 
8MHz 105.0 ns 230.0 ns 355.0 ns 480.0 ns 
6MHz 131.6 ns 298.2 ns 464.8 ns 631.4 ns 

Write Data Setup Time (min) 12.5 MHz 87.5 ns 167.5 ns 247.5 ns 327.5 ns 
10 MHz 117.5 ns 217.5 ns 317.5 ns 417.5 ns 
8 MHz 135.0 ns 260.0 ns 385.0 ns 510.0 ns 
6 MHz 182.4 ns 349.0 ns 515.6 ns 682.2 ns 
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Matching 1/0 Device Requirements 

The timing requirements of various I/O devices can be determined by comparing the timing 
specifications for a device with the worst-case values for 80286 I/O cycles already discussed. 
From this comparison, the required number of wait states and/or command delays for both 
read and write cycles can easily be determined. 

Table 5-3 shows the correspondence between important 80286 timing parameters and the 
timing requirements for Intel peripherals. 

For an 80286 system operating at 8 MHz, two wait states are required to produce adequate 
timing for typical I/O devices. One or more command delays may be required to ensure 
valid chip-select and address inputs before the command becomes active. Table 5-4 shows 
the wait-state and command-delay requirements of a variety of common peripherals. 

1/0 INTERFACE EXAMPLES 

This section shows I/O interfaces to the 8274 Multi-Protocol Serial Controller, the 
8255A-5 Programmable Peripheral Interface, and the 8259A-2 Programmable Interrupt 
Controller. 

8274 Interface 

The 8274 Multi-Protocol Serial Controller (MPSC) is designed to interface high-speed serial 
communications lines using a variety of communications protocols, including asynchronous, 
IBM bi-synchronous, and HDLC/SDLC protocols. The 8274 contains two independent full­
duplex channels, and can serve as a high-performance replacement for two 8251A Universal 
Synchronous/Asynchronous Receiver Transmitters (USARTs). 

Table 5-3. 80286/Peripheral Timing Parameters 

80286 Peripheral Peripheral 
Cycle Read Write 

TLAVCML TAR TAW 
TCMHLAX TRA TWA 
TCMLCMH TRR TWW 
TCMLOV TRO -
TCMHCML TOF TRV 
TLAVOV TAD -
TCMLCML TRCYC -
TOVCMH - TOW 
TCMHOX - TWO 
TLCECML TAR TAW 
TCMHLCEX TRA TWA 
TLCEOV TRO -
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Table 5-4. Timing Requirements for Selected Peripherals 
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Figure 5-13 shows the signals required to interface an 8274 MPSC to an 80286. the 8274 
MPSC is accessed by the 80286 as a sequence of four 8-bit I/O-address or memory-address 
locations_ For interrupt operation, the 8274 can respond to 80286 interrupt-acknowledge 
sequences in the same manner as an 8259A Interrupt Controller, and can be used in 
conjunction with a master 8259A Interrupt Coritroller in a cascaded configuration. 

The chip-select and address inputs (CS, AO, and AI) to the 8274 must all be latched. 
Typically, address input AO and Al would be connected to the latched address lines Al and 
A2, respectively, of the local address bus. A single level of buffering is typically used on the 
8 data lines between the CPU and the 8274 MPSC. 
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The 8274 RD and WR commands are connected to the IORC and IOWC outputs of the 
82288 Bus Controller. To provide an acceptable CLK input for the 8274 MPSC, the 82C284 
PCLK clock frequency can be divided by two and used to drive the 8274 CLK input. 

For Interrupt operation, the INT A signal from the Bus Controller is also connected to the 
8274 MPSC. When using the 8274 in a cascaded interrupt configuration, the IPI input from 
the cascade address decoder must be valid before the falling edge of the INT A signal. A 
450 ns delay circuit is used to delay INT A until this decoded CAS address becomes valid. 

Further details on interfacing the 8274 MPSC to a microprocessor system can be found in 
the appropriate data books. The following discussion looks at the bus timing requirements 
for accessing the 8724 MPSC on a buffered 80286 local bus. 

READ TIMING 

The Read timing requirements for the 8274 MPSC are as follows: 

TAR min 
TRAmin 
TRRmin 
TRDmax 
TDFmax 

o ns 
o ns 
250 ns 
200 ns 
120 ns 

A comparison of TAR (0 ns min. required) with 80286 timing (5.5 ns min. provided) shows 
that no command delays are required. The command pulse width requirement (TRRmin) of 
250 ns minimum indicates that at least two wait states must be inserted into the 80286 bus 
cycle (command pulse width with two wait states is 310 ns). With these two wait states, read 
operations to the 8274 result in a data access time of at least 315.5 ns, easily meeting the 
8274 requirement for at least 200 ns. 

Data float time for the 8274 MPSC is 120 ns maximum, and may necessitate the delayed­
transceiver-enable circuit shown in Figure 5-12. The circumstances requiring a delayed 
transceiver-enable to accommodate lengthy data float times have been described in the 
previous section on Read Operations. 

WRITE TIMING 

Write timing requirements for the 8274 MPSC are as follows: 

TAWmin 
TWAmin 
TWWmin 
TDWmin 
TWDmin 
TRVmin 

o ns 
o ns 
250 ns 
150 ns 
o ns 
300 ns 

The first three timing requirements (TA Wmin, TWAmin, and TWWmin) are identical to 
their equivalent read parameters, and require identical timing. Like Read operations, write 
operations to the 8274 must have two wait states inserted into the 80286 bus cycle. 
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The remaining three parameters are specific to write cycles. With two wait states, the 80286 
easily exceeds the minimum 8274 data setup time (TDWmin = 150 ns) by providing at 
least 255.5 ns. The 8274 requires no data hold time. 

TRVmin is the recovery time between write cycles to the US ART. Recovery time is required 
following any mode changes or control accesses. The circuit shown, however, guarantees 
only 62.5 ns between successive Write commands. The proper recovery time between succes­
sive write cycles can be obtained easily through software delays, or can be implemented in 
hardware by delaying commands by an appropriate four CLK cycles. 

8255A-5 Interface 

Figure 5-14 shows the interface between an 8255A-5 Programmable Peripheral Interface 
and an 80286. Timing parameters are as follows: 

Read Timing Write Timing 
TARmin 0 ns TAWmin = 0 ns 
TRAmin 0 ns TW Amin = 20 ns 
TRRmin 300 ns TWWmin = 300 ns 
TRDmax 200 ns TDWmin = 100 ns 
TDFmax 100 ns TWDmin = 30 ns 

TCYCmin (Reads and Writes) = 850 ns 

DATA 0 

IORC 

IOWC 

SELECT 

RESET 

8255A 

'7<====> 00·7 

.. AO .. A1 

-o RD 

WR 

cs 

.. RESET 

<====> PORT A 

<====> PORT e 

<====> PORT C 

Figure 5-14. 8255A-5 Parallel Port Interface 
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A bus cycle with two wait states and no command delay, and using the additional delayed­
transceiver-enable logic to delay enabling the data transceivers following a read operation, 
meets all of the timing requirements except for the time between cycles (TCYCmin). This 
remaining parameter can be met through an appropriate software delay or in hardware by 
delaying commands the required number of CLK cycles (and inserting wait states to meet 
the other requirements). 

8259A-2 Interface 

The 8259A-2 Programmable Interrupt Controller is designed for use in interrupt-driven 
microcomputer systems, where it manages up to eight independent interrupt sources. The 
8259A-2 handles interrupt priority-resolution and individual interrupt masking, and directly 
supports the 80286 manner of acknowledging interrupts. During 80286 interrupt­
acknowledge sequences, the 8259A resolves the highest-priority interrupt that is currently 
active, and returns a pre-programmed interrupt vector to the 80286 to identify the source of 
the interrupt. 

A single 8259A-2 Interrupt Controller can handle up to eight external interrupts. Multiple 
8259A-2 Interrupt Controllers can be cascaded to accommodate up to 64 interrupt requests. 
A technique for handling more than 64 external interrupts is discussed at the end of this 
section. 

Intel Application Note AP-59 contains much more detailed information on configuring an 
8259A in a variety of different ways. The remainder of this section contains specific details 
for interfacing an 8259A Interrupt Controller to the 80286. 

SINGLE INTERRUPT CONTROLLER 

Figure 5-15 shows the interface between the 80286 CPU and a single 8259A-2 Interrupt 
Controller. Timing parameters for the 8259A-2 are as follows (note that symbols used in 
the 8259A data sheet differ from those used for most of the other Intel peripherals): 

Symbol 
TAHRLmin 
TRHAXmin 
TRLRHmin 
TRLDVmax 
TRHDZmax 
TRHRLmin 

TAHWLmin 
TWHAXmin 
TWLWHmin 
TDVWHmin 
TWHDXmin 
TWHWLmin 
TCHCLmin 

Parameter 
AOjCS Setup to RDjINTA Active 
AOjCE Hold from RDjINTA Inactive 
RD JINT A Pulse Width 
Data Valid from RD JINT A Active 
Data Float from RD JINT A Inactive 
End of RD to next RD or End of INT A to next 
INT A within an INT A sequence only 
AOjCS Setup to WR Active 
AOjCS Hold from WR Inactive 
WR Pulse Width 
Data Valid to WR Inactive 
Data Hold from WR Inactive 
End of WR to Next WR 
End of Command to Next Command (not same 
type) or End of INTA Sequence to Next INTA 
Sequence 
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To ensure proper operation, bus operations accessing the 8259A require one wait state. No 
CMDLYs are necessary. Because the 8259A requires a minimum of 500 ns (typically, two 
bus cycles) between successive reads or writes, software accessing the 8259A should be 
suitably written to avoid violating this requirement. 

When an interrupt occurs, the 80286 CPU automatically executes two back-to-back 
interrupt-acknowledge bus cycles. The timing of these interrupt-acknowledge (INTA) cycles 
is described in Chapter Three. The external Ready logic must insert at least one wait state 
into each INTA cycle to ensure proper 8259A timing. No CMDLYs are necessary. Between 
INTA cycles, the 80286 automatically inserts three idle (Tj) cycles in order to meet 8259A 
timing requirements. 

CASCADED INTERRUPT CONTROLLERS 

Figure 5-16 shows the interface between the 80286 CPU and multiple 8259A-2 interrupt 
controllers. The master Interrupt Controller resides on the local bus, while up to eight slave 
controllers can be interfaced to the system bus. Slave controllers resolve priority between up 
to eight interrupt requests and transmit single interrupt requests to the master controller. 
The master controller, in turn, resolves interrupt priority between up to eight slave control­
lers and transmits a single interrupt request to the 80286 CPU. Up to 64 interrupt requests 
can be accommodated by the configuration shown. 

JJ"~ INTERRUPT 
REQUESTS 

~ I 
INTR INT IRO·7 

COD/INTA ADDRESS 74AS373 cs 
DECODE LATCH 
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Figure 5-15. Single 8259A Interrupt Controller Interface 

5-22 



I/O INTERFACING 

CHIP SELECTS 
TO SLAVE 
CONTROLLERS 

~ I 
I'"" -I ~tc"cl'~: 74AS373 L cs tNT 
COD/INTA LOGIC L LATCH 

kr-C 1/0 ENABLE 

"" • 8259A-2 IRO-7 

M/iO CAS()'2 

) 1m WR IIlfA AO 00-7 

III I OEI-o<l MCE _.illRC 
BUFFERS -I ""4 

80286 f---- CMDLY _iOWC 

CPU 
I IST,SO,M/IO 

_INTA 

82288 
BUS rr CONTROlLER 

r--- ALE 
AS, A9, A10 DT/R DEN 

~ C K 
C I Al "-

ADDRESS 7~:~~~3 L ADORE 

DATA I ~~.~ WRITE 

DIR OE 

~DATA 74AS245 I( 
XCVR 

Figure 5-16. Cascaded 8259A Interrupt Controller Interface 

REQUESTS 
FROM$LAYE 
CONTROllERS 

I 
SS W ; 

g 

210760-105 

The basic read/write timing for cascaded interrupt controllers is the same as for a single 
interrupt controller_ The timing for interrupt-acknowledge sequences, however, involves 
additional signals over those required for a single interrupt subsystem. 

During the first interrupt-acknowledge cycle, the master controller and all slave controllers 
freeze the state of their interrupt request inputs. The master controller outputs a cascade 
address that is enabled by MCE (Master Cascade Enable) from the 82288 and latched by 
ALE; the cascade address is typically gated onto address lines A8-AlO (IEEE 796 MULTI­
BUS standard). This cascade address selects the slave controller that is generating the highest­
priority interrupt request. During the second interrupt-acknowledge bus cycle, the slave 
controller responding to the cascade address outputs an interrupt vector that points to an 
appropriate interrupt service routine. 

Chapter Seven includes details for designing systems using cascaded Interrupt Controllers 
when slave controllers may reside on a system bus such as the MUL TIBUS. 

HANDLING MORE THAN 64 INTERRUPTS 

Cascaded 8259A Interrupt Controllers can accommodate up to 64 independent interrupt 
requests. 80286 systems that require more than 64 interrupts can use additional 8259A-2 
devices in a polled mode. 
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For example, interrupt request inputs to a slave controller can be driven by a third level of 
8259A-2 controllers. When one of these additional controllers receives an interrupt request, 
it drives one of the interrupt request inputs to the slave controller active. The slave controller 
signals the master controller, which in turn interrupts the CPU. The interrupt identifier 
received from the slave controller directs the CPU to a service routine that polls the third 
level of interrupt controllers to determine. the source of the request. 

The only additional hardware required to handle more than 64 interrupt sources are the 
additional 8259A-2 devices and address-decode logic for selecting the additional devices. 
Polling is performed by writing the poll command to the appropriate 8259A-2, followed 
immediately by a read command. For maximum performance, use of a third level of inter­
rupt controllers should be restricted to less-critical, less frequently-used interrupts. 

THE iSBX™ BUS-A MODULAR 1/0 EXPANSION BUS 

The iSBX Bus is a modular I/O expansion bus that allows single-board computer systems 
to be expanded simply by plugging in specialized iSBX Multimodule boards. 

The iSBX Multimodule boards respond to fully-decoded chip select lines defined on the bus. 
An MPST control signal indicates to the computer system that a Multimodule board is 
present. Once a Multimodule board has been installed, the I/O devices on the Multimodule 
board appear as an integral part of the single-board computer, and can be accessed in software 
using the standard I/O instruction set. 

The timing of bus operations between an 80286 and an iSBX Multimodule Board is controlled 
by the iSBX MW AIT signal. This signal is asserted to insert wait states with the 80286 bus 
cycle, and can simply be inverted and used to drive the 82C284 ARDY input. 

The iSBX Bus is described in the iSBX Bus Specification, Order Number 142686-002. This 
document contains complete details for designing Multimodule boards compatible with the 
iSBX bus standard. 
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CHAPTER 6 
USING THE 80287 NUMERIC PROCESSOR EXTENSION 

The Intel 80287 is a high-performance numeric processor extension that extends the 80286 
system by adding floating-point, extended-integer, and BCD data types. The system, 
comprising an 80286 processor with an 80287 processor extension, contains over fifty 
additional instructions over those of an 80286 system, and fully conforms to the proposed 
IEEE 754 Floating Point Standard. The additional instructions added by the Numeric 
Processor Extension are described in the 8086 Numeric Supplement as well as in the 80287 
Data Sheet. 

This chapter details how to design an 80286/287 system. 

• The first section of this chapter describes the electrical connections of the 80287 to an 
80286 system. 

• The second section describes the local bus activity you may observe using the 80287 with 
the 80286. This bus activity includes: 

A. Interactions between the 80286 and 80287 under program control (executing ESC 
instructions ). 

B. Interactions that occur asynchronous to the program, where the 80287 Numeric 
Processor requests the transfer of operands between itself and system memory using 
the 80286 Processor Extension Data Channel. 

• The final section of this chapter describes how to design an upgradable 80286 system 
with an empty 80287 socket. This system may be upgraded to an 80286/287 system simply 
by inserting an 80287 into the empty socket. This section includes an example software 
routine to recognize the presence of an 80287. 

THE 80287 PROCESSOR EXTENSION INTERFACE 

The 80287 can be connected to an 80286 system as shown in Figure 6-1. 

Four important points should be observed when connecting the 80287 to an 80286 system: 

1. The 80287 operates as an extension of the 80286. The 80286 executes programs in the 
normal manner; the 80287 automatically executes any numeric instructions when they 
are encountered. 

2. The 80287 responds to particular I/O addresses (00F8H, OOFAH, and OOFCH) 
automatically generated by the 80286. 

3. The 80287 can be driven by a separate clock signal, independent of the 80286 clock. 
This allows a higher-performance 80287 to be used if system performance requirements 
warrant it. 

4. Because the 80287 data lines are connected directly to those of the 80286, the buffer/ 
drivers driving the local data bus must be disabled when the 80286 reads from the 80287. 
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Figure 6-1. 80286/20 System Configuration 

The 80287 

The 80287 has a number of inputs that are connected directly to the 80286. The BUSY 
signal from the 80287 is connected directly to the 80286; it signals that the Processor Exten­
sion is currently executing a numeric instruction. The 80286 will not execute most ESC 
instructions until this BUSY signal becomes inactive. The 80286 WAIT instruction and 
most ESC instructions cause the 80286 to wait specifically until this signal becomes inactive. 
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The ERROR signal from the 80287 is also connected directly to the 80286; it signals that 
the previous numeric instruction caused an unmasked exception condition. The 80287 Data 
Sheet describes these exception conditions and explains how these exceptions may be masked 
under program control. If an exception occurs, this ERROR signal becomes active before 
the BUSY signal goes inactive, signalling the end of the numeric instruction. 

Addressing the 80287 

When the 80286 executes an ESC instruction, the 80286 automatically generates one or 
more I/O operations to the 80287's reserved I/O addresses. These I/O operations take place 
independent of the 80286's current I/O privilege level. 

Table 6-1 shows the particular I/O addresses reserved for the 80287 and shows how the four 
processor-select and command inputs of the 80287 must be activated when these I/O 
addresses are asserted. The CMDO and CMDI signals of the 80287 may be connected to 
the latched Al and A2 address lines, and, in addition, the NPRD and NPWR signals of the 
80287 should be connected to the IORC and IOWC signals from the 82288 Bus controller, 
respectively. 

The 80287 Clock Input 

The 80287 can operate either directly from the CPU clock or with a dedicated clock. To 
operate the 80287 from the CPU clock, the CKM pin of the 80287 is tied to ground. In this 
mode, the 80287 internally divides the system clock frequency to operate at one-third the 
frequency of the system clock (Le., for an 8 MHz 80286, the 16 MHz system clock is inter­
nally divided down to 5.3 MHz). 

To use a higher-performance (10 MHz) 80287, the CKM pin of the 80287 must be tied 
high, and an 8284A clock driver and appropriate crystal may be used to drive the 80287 
with a 10 MHz, 33% duty-cycle, MOS-Ievel clock signal on the CLK input. In this mode, 
the 80287 does not internally divide the clock frequency; the 80287 operates directly from 
the external clock. 

Table 6-1. 1/0 Address Decoding for the 80287 

1/0 Address 
80287 Select and Command Inputs 

(Hexadecimal) 
NPS2 NPS1 CMD1 CMDO 

00F8 1 0 0 0 

OOFA 1 0 0 1 

OOFC 1 0 1 0 

OOFE • Reserved For Future Use 

NOTE: These addresses are generated automatically by the 80286. Users should not attempt to reference 
these I/O addresses explicitly, at the risk of corrupting data within the 80287. 
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LOCAL BUS ACTIVITY WITH THE 80287 

The 80287 operates as a parallel processor independent of the 80286, and interacts with the 
80286 in two distinct ways: 

1. The 80286 initiates 80287 operations during the execution of an ESC instruction. These 
interactions occur under program control; thus, they are easily recognized as part of the 
instruction stream. 

2. The 80287 requests the 80286 to initiate operand transfers using the Processor Exten­
sion Data Channel of the 80286. These operand transfers between the 80287 and system 
memory occur when the 80287 requests them; thus, they are asynchronous to the regular 
instruction stream of the 80286. 

Execution of ESC Instructions 

When the 80286 encounters an ESC instruction, the 80286 first checks for the presence of 
the Processor Extension and verifies that the Processor Extension is in the proper context. If 
the BUSY status line from the 80287 is active, the 80286 waits for this signal to become 
inactive before proceeding to execute the ESC instruction. 

When the 80286 executes an ESC instruction, the 80286 automatically generates one or 
more I/O operations to the 80287's reserved I/O addresses. These I/O operations take place 
independent of the 80286's current I/O Privilege level or Current Privilege level. The timing 
of these I/O operations is similar to the timing of any other I/O operation, with no (zero) 
wait states required for successful transfers. 

Figure 6-2 illustrates the timing of data transfers with the 80287. 

The Processor Extension Data Channel 

All transfers of operands between the 80287 and system memory are performed by the 
80286's internal Processor Extension Data Channel. This independent, DMA-like data 
channel permits all operand transfers of the 80287 to fall under the supervision of the 80286 
memory-management and protection model. 

DATA CHANNEL REQUESTS 

When the 80286 executes an ESC instruction that requires transfers of operands either to 
or from the 80287, the 80286 automatically initializes the Processor Extension Data Channel, 
setting the memory address base and memory address limit registers, and setting the direc­
tion flag to indicate the direction of the transfer. Once the 80826 has initialized the Proces­
sor Extension Data Channel, the Processor Extension can request operand transfers through 
the Data Channel by raising PEREQ active. This request line remains high until the 80286 
acknowledges the request by lowering its PEACK signal. 

Figure 6-3 illustrates the timing of PEREQ and PEACK in controlling the operation of a 
Data Channeltransfer. PEACK always goes active during the first bus operation of a Data 
Channel transfer. 

6-4 



USING THE 80287 NUMERIC PROCESSOR EXTENSION 

TS TC TS 

ClK 

A,S·AO ____ �_IO_A_D_D_RE_S_S_VA_l_�D ____ JX .. ____ -+ _________ _ 

lATCHED ,....------------+-----~ ,.---
CMDO, CMD1 X ~ALlD X NPS1, NPS2 _____ J. "'. ____________ -+ _____ ..1. "'. __ _ 

,------rv 
DATA __________________________ {~~( ... _D_A:_:l_~U_T _"""».(JI~)~----

A. DATA READ TIMING FOR THE 80287 

TS TC TS 

ClK 

A,..Ao _____ II_O_A_D_DR_E_S_S_VA_l_'D ____ X .. ____ -+-_________ _ 

lATCHED _------------1-----_ ,---
~~ X ~ X NPS1, NPS2 _____ J. • . "'. __ _ 

DATA -----------~~~lWoloK«:...._ ___ -D..;,,;~I;;;;;t.D;...'N --; __ --"~""~)},'JJII~» ... --

~(NPWR)---------~~"' _______ ~~ 

B. DATA WRITE TIMING FOR THE 80287 

210760-107 

Figure 6·2. Data Transfer Timing for the 80287 

DATA CHANNEL TRANSFERS 

Numeric data transfers performed by the Processor Extension Data Channel use the same 
timing as any other 80286 bus cycle. Figure 6-2 illustrates operand transfers between the 
80287 and system memory, placing the 16-bit operands at even-aligned word boundaries. 

For each operand transfer over the Processor Extension Data Channel, two or three bus 
operations are performed: one (I/O) bus operation to the 80287, and one or two bus opera­
tions to transfer the operand between the 80286 and system memory. Normally, Data Channel 
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transfers require only two bus cycles; three bus cycles are required for each operand aligned 
on an odd byte address. The timing of word transfers to odd-aligned addresses is described 
in Chapter Three. 

Operand transfers over the Processor Extension Data Channel may occur at any time follow­
ing an ESC instruction as long as the Processor Extension's BUSY signal is active. Once 
this BUSY signal becomes inactive, no further requests by the 80287 for the Data Channel 
will occur until after the execution of a subsequent ESC instruction. 

DATA CHANNEL PRIORITY 

Data transfers over the Processor Extension Data Channel have a higher priority than either 
programmed data transfers performed by the 80286 Execution Unit, or instruction prefetch 
cycles performed by the 80286 Bus Unit. 

If the 80286 is currently performing a LOCKed instruction, or is performing a two-byte bus 
operation required for an odd-aligned word operand, these higher-priority operations will be 
completed before the Processor Extension Data Channel takes control of the bus. The 
Processor Extension Data Channel also has a lower priority than external bus requests to 
the 80286 via the HOLD input. 
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Performance Using 80287 Parallel Processing 

Because the 80287 Numeric Processor executes instructions in parallel with the 80286, the 
performance of the 80286/287 system is fairly insensitive to memory speed and the number 
of wait states encountered by the 80286. 

Table 6-2 illustrates how the performance of an 80286/287 system is only slightly degraded 
as the number of wait states is increased. The figures shown are for an 8 MHz 80286-Al 
with a 5 MHz 80287-Al operating in Real mode. For an explanation of the Double­
Precision Whetstone Benchmark used in this test, see "A Synthetic Benchmark," 
H. J. Curnow and B. A. Wichmann; Computer Journal, Volume 19, No.1. 

DESIGNING AN UPGRADABLE 80286 SYSTEM 

When designing an 80286 system, it is relatively easy to design a socket for the 80287 
Numeric Processor Extension that permits the system to be upgraded later to an 80286/287 
system. Upgrading the system at a later date is accomplished simply by installing the 80287 
Numeric Processor in its socket-no switches or strapping options are required. Using an 
appropriate initialization sequence, the 80286 system can determine whether an 80287 is 
present in the system, and respond accordingly. This capability allows a single design to 
address two different levels of system price vs. performance. 

Designing the 80287 Socket 

Figure 6-1 shown previously illustrates one way to design an 80287 socket to allow upgrad­
ability. All N/C pins on the 80287 socket should be connected as shown in Table 6-3. 

Recognizing the 80287 

During initialization, the 80286 can be programmed to recognize the presence of the 80287 
Numeric Processor Extension. Figure 6-4 shows an example of such a recognition routine. 

Table 6-2. Whetstone Performance with Multiple Wait States 

Performance 

Number of Wait States 
Relative to 

dWhets' o-Wait States 

0 147.9 1.00 

1 142.5 0.96 

2 138.5 0.94 

3 135.4 0.92 

'Performance shown in thousands of double-precision Whetstone instructions per second. 
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Table 6-3. 80287 NIC Pin Connections for Future Product Compatibilities. 

Previous Pin Value Connection 

Pin 1 (N/C) Vss 
Pin 2 (N/c) (N/C) 
Pin 3 (N/C) Vee 
Pin 4 (!'l/c) Vss 
Pin 13 (N/C) Vee 
Pin 37 (N/C) Vee 
Pin 38 (N/C) Vss 
Pin 40 (N/C) Vee 

DOS 3.20 (033-N) (1086/871881186 "ACRO ASSmLER V2.0 ASSmLY OF "OOULE TESUPX 
OBJECT "ODULE PLACED IN F I NONPX. OBJ 
ASSE"BLER INVOKED BY: A:\AS"86.EXE FINDNPI.BAK 

LOC OBJ LINE SOURCE 

0000 
OOOA 

0000 (100 
?7?? 
) 

00C8 1171 

0000 0000 
0002 0000 
0004 0000 
0006 04 
0007 3A434F3A 
000821 
OOOC 4E6F2038303837 

2C203830323837 
2C203830333837 
20666F756E642E 

0028 00 
0029 OR 
002A 11 
002B 466F756E642061 

6E203830333837 
2~ 

003A 00 
0038 OA 
003C 19 

1 +1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

11 
12 
13 
14 
15 
16 
17 
18 

19 

20 

21 

$titl~('T~st for presence of a NUltrics Chip, Revision 1.0') 

CR 
LF 

nale Test_NPI 
extrn dqopen:near ,dqcreate:near ,dqwri te:near ,dqexi t:near 

EQU 
EIlIJ 

OOH 
OAH 

stack seglent stack 'stack' 
dw 100 dup (?) 

sst dw i TDp of ptack label 
stack ends 

data seglent publi c 'data' 
status dw 0 
co dw 0 
tRIP d. 0 
CD_nale db 4, ':CO:' 

n_npx db 33, 'No 8087, 80287, 80387 found.' ,CR,LF 

U87 db 17, 'Found an 80387.' ,CR,LF 

f _npx db 25, 'Found an 8087 or 80287,' ,CR,lF 

Figure 6-4. Software Routine to Recognize the 80287 
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LOC OBJ LINE SOURCE 
0030 466F756E642061 

6E203830383720 
6F722038303238 
372E 

0054 00 
0055 OA 

22 data ends 
23 +1 $eject 
24 dgroup grDup data,stack 
25 cgrDup grDup cDde 
26 
27 cDde seglent public 'cDde' 
28 assule cs: cgrDup, ds: dgrDup 
29 

0000 30 start: 
0000 B8 •••• R 31 lOY ax ,dgroup 
0003 8ED8 32 lOY dS,lX 
0005 8EOO 33 lOY ss,ax 
0007 BCt800 R 34 lOY sp,offset dgroup:sst 
OOOA B80600 R 35 lOY ax ,Dffset dgroup: co.nall 
0000 50 36 push ax 
OOOE B80000 R 37 ioy ax ,offset dgroup: status 
0011 50 38 push ax 
0012 E80000 39 call dqcreate ; Setup fil e connedi on 
0015 A30200 R 40 lOY co,ax ; Save fi Ie token 
0018 50 41 push ax 
0019 B80200 42 lOY ax,2 ; Signal Nri te open 
OOIC 50 43 push ax 
0010 33CO 44 xor aX,ax ; No buffers needed 
OOIF 50 45 push ax 
0020 B80000 46 IDY ax, offset dgroup: status 
0023 50 47 push ax 
0024 E80000 E 48 call dqopen ; Open file for Nri ting 
0027 FF360200 R 49 push co ; Setup for call 
0028 BBOBOO R 50 lOY bx,offset dgrDup:n.npx 
002E EB18 51 jlP shDrt test.npx ; Enter test cDde Dn next page 

52 
53 Print lessage at [BXl then exit 
54 ; 

0030 55 found.87.287: 
0030 883COO 56 IDY bx ,Dffset dgrDup:f .npx 
0033 57 no.npx: 
0033 58 fDund.387: 
0033 43 59 inc bx ; PDi nt at char atter stri ng 
0034 53 60 push hx 
0035 8A47FF 61 lOY ai, [bx·1l ; 6et cDunt 
OOJII 98 62 cbw 
0039 50 63 push ax 
003A 880000 64 lOY ax ,offset dgrDup: status 
0030 50 65 push ax 
003E E80000 66 call dqwri te ; Print lessage 
0041 33tO 67 xor aX,ax 
0043 50 68 push ax 
0044 E80000 E 69 call dqexi t ; End the prDgru, gD back to DOS 
0047 tC 70 int 3 ; Just in case 

71 +1 $eject 

Figure 6-4. Software Routine to Recognize the 80287 (Cont'd.) 
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loe OBJ 

0048 
004890DBE3 
0048 8E0400 
004E C7045A5A 
0052 90DD3C 

0055 B03COO 
0058 75D9 

005A 90D93C 

005D 8B04 
005F 253FI0 
0062 3D3FOO 
0065 75CC 

0067 9BD9E8 
OOhA 9BD9EE 
006D 9BDEF9 
0070 98D9CO 
0073 9BD9EO 
0076 9BDED9 
0079 9BDD3C 
007C 8804 
007E 9E 
007F 74AF 

R 

USING THE 80287 NUMERIC PROCESSOR EXTENSION 

LINE 

72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
9b 
97 
98 
99 

100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
III 
112 
113 
114 
115 
116 
117 
118 
119 

SOURCE 

look for an 8087, 80287, or 80387 NPI. 
Note that we cannot execute WAIT on 8086/88 if no B087 is present. 

; 
test_npx: 

fninit 
10V 

IOV 

fnsts. 

; "ust use non-Mait fori 
si ,offset dgroup:telp 
word ptr [sil,5A5AH ; Initialize telp to non-zero value 
[si 1 ; "ust use non-"ai t fori of fstsw 

CIP 
jne 

i It is not necessary to use a WAIT instruction 
; after fnstsw or fnstcw. Do not use one here. 

byte ptr [sil,O ; See if correct status with zeroes was read 
no_npx i JUlp if not a valid status lIord, .eaning no NPI 

Now see if ones tan be correct! y wri tten frol the control word. 

fnstcII [si 1 

10V ax,[sil 
and ax, 103fh 
ClP ax ,3fh 
jne no_npx 

i Look at the control lIord do not use NAIT fori 
; Do not use a WAIT instruction here! 
; See if ones can be Mri tten by NPI 
; See if selected parts of control. word look OK 
; Check that ones and zeroes were correct! y read 
; JUlp if no npx is install ed 

SOle nUlerics chip is installed. HPI instructions and WAlT are now safe. 
See if the HPI is an 8087, 80287, Dr 80387. 
This code is necessary if a denorlal exception handler is used or the 
new 80387 instructions will be used. 

f1dl ; "ust use default control word froe FNINIT 
f1dz ; Fori infinity 
fdiv i 8087/287 says +inf = -inf 
f1d st ; Fori negative infinity 
fchs i 80387 says tin! <> -inf 
fcoapp ; See if they are the sale and relove the. 
fstsw lsi 1 i Look at status frol FCD"PP 
IOV ax, [si 1 
sahf ; See if the infinities latched 
je found_B7_2S7 ; JUlp if SOS7/287 is present 

An S0387 is present. If denorlal exceptions are used for an 80S71287, 
they lust be lasked. The 80387 will autolatically noraalize denaraal 
operands faster than an exception handler can. 

code ends 
end 

bx ,off set dgr oup: f _ 3B7 
fpund)S7 

start, dSI dgroup, 55: dgroup: sst 

Figure 6-4. Software Routine to Recognize the 80287 (Cont'd.) 
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CHAPTER 7 
THE SYSTEM BUS 

The concept of a system bus has already been introduced in Chapter Two. A system bus 
connects one or more processing elements, each of which shares access to the same system 
resources. One or all of the processing elements in such a system may be 80286 subsystems. 
Chapter Two outlines how the 80286 system architecture supports a system bus, and details 
some of the considerations for interfacing an 80286 system to a multiprocessor system bus. 

This chapter expands on the description given in Chapter Two and describes how to inter­
face an 80286 subsystem to a multimaster system bus, using the IEEE 796 MUL TIBUS 
protocols. 

• The first section of this chapter discusses some of the reasons for using a system bus, and 
describes the tradeoffs between placing particular system resources on a local bus or the 
system bus. 

• The second section describes a particular implementation of a multiprocessor system bus, 
the IEEE 796 (Intel MULTIBUS) system bus. This section also details how specific Intel 
components can make the design and implementation of a MULTIBUS interface easy 
and efficient. 

• The third section describes three of the four principal considerations that must be taken 
into account when designing an 80286 interface to the MUL TIBUS. This section describes: 

A. The decoding of memory and I/O references onto either the 80286 local bus or the 
MUL TIBUS. A technique for mapping MUL TIBUS I/O into the 80286 memory 
space is explained, and a byte-swapping circuit is introduced to comply with the 
MUL TIBUS requirements for byte transfers. 

B. The decoding of interrupts and interrupt acknowledge sequences onto either the local 
bus or the MUL TIBUS. 

• The fourth section describes the use of the 82289 Bus Arbiter in implementing a MULTI­
BUS interface. The Bus Arbiter coordinates the contention of the 80286 system for the 
MUL TIBUS, and controls the release of the MUL TIBUS to other MUL TIBUS proces­
sors following 80286 usage. 

• The fifth section contains a timing analysis of the MUL TIBUS interface, and summa­
rizes the key MUL TIBUS parameters, describing how the 80286 system must be confi­
gured to meet these requirements. 

• The sixth section discusses using dual-port memories with the MUL TIBUS system bus 
interface, and describes the handling of LOCK signals. 

THE SYSTEM-BUS CONCEPT 

Previous chapters considered single-bus systems in which a single 80286 processor connects 
to memory, I/O, and processor extensions. This chapter introduces the system bus concept, 
which allows several single-bus systems to be connected into a more-powerful multi­
processing system. 
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In a single-bus system, a local bus connects processing elements with memory and I/O 
subsystems where each processing element can access any resource on the local bus. However, 
since only one processing element at a time can use the local bus, system throughput cannot 
be improved by adding more processing elements. For this reason, a local bus typically 
contains only one general-purpose processing element and perhaps one or more dedicated 
processors, along with memory and other resources required by the processors. 

A system bus can connect several processing subsystems, each of which may have their own 
local bus and private resources. The system bus may also connect system resources such as 
memory and I/O, which are shared equally between processing subsystems. In this way, the 
system bus supports multi-processing. Since each of the processing subsystems can perform 
simultaneous data transfers on their respective local buses, total system throughput can be 
increased greatly over that of a single-bus system. 

The system bus also establishes a standard interface, allowing computer systems to be 
expanded modularly using components from different vendors. The Intel MULTIBUS, for 
example, has over 100 vendors supplying over 800 board-level products that are compatible 
with the MULTI BUS interface. Using the standard MULTI BUS protocols, a wide variety 
of I/O devices and memory subsystems are available to expand the capabilities of 80286 
systems. 

Although the bulk of this chapter describes the MUL TIBUS system bus, the concepts 
discussed here are applicable to any system bus. 

The Division of Resources 

The heart of the system-bus concept is the division of resources between a processing element's 
local bus and the system bus. Typically, an 80286 subsystem that interfaces to a system bus 
will have some amount of memory and perhaps other resources connected to its local bus. 
An important point to consider in designing a multiprocessing system is how resources will 
be divided between local buses and the system bus. An 80286 subsystem must communicate 
with resources on both its local bus and the system bus. There are a number of tradeoffs 
between placing a particular system resource such as memory on a single processor's local 
bus, or placing the resource on the system bus. 

LOCAL RESOURCES 

Resources on a local bus are accessible only by the processor controlling that local bus. This 
may increase reliability, for such resources are isolated from the effects of failures occurring 
in other parts of a system. System throughput can also be increased by using local resources, 
since the local processor does not have to contend with other processors for the use of these 
resources. In systems where several processors each have their own local memory, multiple 
tasks can execute in parallel because each processor is fetching instructions from a separate 
path. In an 80286 system, local memory allows the 80286 to use its capability for overlapped 
memory cycles to the best effect: 80286 bus cycles can be performed in the least possible 
time. 
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Of course, the cost of implementing a separate memory subsystem for each processor must be 
considered. In addition, some memory will have to be connected to the system bus, to allow 
different processing elements to communicate with each other. Occasionally-used processor 
resources may be more cost-effective if they are connected to the system bus, where their 
use can be shared among several processors. 

SYSTEM RESOURCES 

Resources directly connected to the system bus are accessible to all processing elements on 
the system bus; therefore, they can be shared efficiently among different processors. Memory 
resources connected to the system bus allow processors to pass blocks of data between each 
other efficiently and thus communicate asynchronously. 

A disadvantage of placing resources on the system bus is that a single processor may have 
to contend with other processors for access to the bus, resulting in slower access times and 
reduced system throughput. Using system memory also involves a risk of memory corruption 
because it is conceivable that one processing element may overwrite data being used by 
another. 

In view of these tradeoffs, designers must carefully consider which resources (or how much 
memory) they will place on a subsystem's local bus, and which or how much to place on the 
system bus. These choices affect system reliability, integrity, throughput and performance, 
and often depend on the requirements of the particular target system. 

THE IEEE 796 MUL TIBUS®-A MUL TIMASTER SYSTEM BUS 

The Intel MULTI BUS (IEEE 796 Standard) is an example of a proven, industry-standard 
multiprocessing system bus that is well-tailored for 80286 systems. A wide variety of 
MULTIBUS-compatible I/O subsystems, memory boards, general-purpose processing boards, 
and dedicated-function boards are available from Intel to speed product development while 
ensuring bus-level compatibility. Designers who choose the MULTI BUS protocols in their 
system bus have a ready supply of system components available for use in their products. 

The MULTI BUS protocols are completely described in the Intel MULTIBUS Specification, 
Order Number 9800683-04. 

The job of interfacing an 80286 subsystem to the MULTIBUS is made relatively simple by 
using several components specifically adapted to handling the MUL TIBUS protocols. These 
interface components include: 

• The 82288 Bus Controller, to generate MULTI BUS-compatible memory and I/O read/ 
write commands, and interrupt-acknowledge commands, as well as appropriate data and 
address buffer control signals. The 82288 has a strapping option to select the MULTI­
BUS mode of operation. 

• The 82289 Bus Arbiter, to handle MUL TIBUS arbitration logic and to generate appro­
priate control information. 

• Data Transceivers such as the 74LS640 to buffer MULTIBUS data lines (inverting 
transceivers are required to conform to MULTI BUS convention). 
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• Latches such as the 74AS533 to buffer MULTI BUS address lines (inverting latches are 
required to conform to MULTIBUS convention). 

• The 8259A Programmable Interrupt Controller, to handle hardware interrupts in 
conformance with the MUL TIBUS bus-vectored interrupt conventions. 

These devices are functionally and electrically compatible with the MUL TIBUS protocols, 
and form a simple and cost-effective means of generating signals for a MUL TIBUS interface. 
Figure 7-1 shows how these components interconnect to interface an 80286 subsystem to the 
MUL TIBUS system bus. 

MUL TIBUS® DESIGN CONSIDERATIONS 

One of the important decisions confronting a designer who is considering an implementation 
of a MULTIBUS interface is the question of how to divide system resources between 
resources that reside on the MUL TIBUS and resources that reside on the 80286 local bus. 

Typically, system resources will be split between the local bus and the system bus (MULTI­
BUS). System designers must allocate the 80286 system's physical address space between 
the two buses, and use this information to select either the 80286 local bus or the system 
bus for each bus cycle. 

Figure 7-2 illustrates this requirement. 

Three different types of bus operations must be considered when designing this decoding 
function: 

1. Memory operations 

2. I/0 operations 

3. Interrupt-acknowledge sequences 

For memory and I/O operations, several additional features of the MULTI BUS must be 
considered. The following paragraphs describe each of these types in detail. 

Memory Operations 

The decoding of memory operations to select either the local bus or the system bus is relatively 
straightforward. Typically, memory resources that reside on the system bus can be allocated 
to particular address windows, or ranges. An address decoder can be used to decode the 
ranges of addresses for memory that resides on the system bus, and the output of this decoder 
then selects either the system bus or the local bus for the current bus cycle. 

Figure 7-3 illustrates how the output of the address decoder drives the 82288 Bus Controller 
and 82289 Bus Arbiter circuits to selectively activate either the local bus or the system bus. 
Since both the CENL input of the Bus Controller and the SYSB/RESB input of the Bus 
Arbiter are internally-latched, no additional latches are required to maintain selection of the 
bus for the remainder of the current bus cycle. 
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Figure 7-3. Selecting the MUL TIBUS® for Memory Operations 

Interrupt-Acknowledge to Cascaded Interrupt Controllers 

210760-111 

A third issue related to the division of system resources between the system bus (MULTI­
BUS) and the local bus is that of mapping interrupts between the MULTIBUS and the 
local data bus. (You may recall that when an interrupt is received by the 80286, the 80286 
interrupt-acknowledge sequence uses the data bus to fetch an 8-bit interrupt vector from the 
interrupting 8259A Programmable Interrupt Controller.) 

Designers may encounter three possible configurations: 

1. All of the subsystem's Interrupt Controllers (one master and perhaps one or more slaves) 
reside on the local bus, and, therefore, all interrupt-acknowledge cycles are routed to 
the local bus. 

2. All "terminal" Interrupt Controllers reside on the MULTIBUS system bus (either all 
8259A Interrupt Controllers reside on the MULTI BUS bus, or a master 8259A resides 
on the local bus but services interrupts only from slave 8259A Interrupt Controllers that 
themselves reside on the MUL TIBUS), and so all interrupt-acknowledge cycles are 
automatically routed to the MUL TIBUS. 
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3. Some slave Interrupt Controllers reside on the subsystem's local bus, and others reside on 
the MULTIBUS. In this case, the subsystem's hardware must decode the Master Inter­
rupt Controller's cascade address and select the appropriate bus for the interrupt­
acknowledge cycles. 

In the first two cases, the implementation is relatively straightforward; all interrupt­
acknowledge bus operations can be automatically directed onto the appropriate bus. If one 
of these two configurations is envisioned for the system you are designing, you can skip this 
section and continue on. If, however, your 80286 subsystem will have a master 8259A Inter­
rupt Controller on the local bus and at least one slave 8259A Interrupt Controller connected 
to the MUL TIBUS, you should read this section to discover how to handle the direction of 
interrupt-acknowledge bus cycles onto either the MUL TIBUS or the local bus. 

First, a review of the operation of the 80286 processor and the master and slave 8259A 
Interrupt Controllers during an interrupt-acknowledge sequence. 

The 80286 responds to an INTR (interrupt) input by performing two INTA bus operations. 
During the first INTA operation, the master 8259A Interrupt Controller determines which, 
if any, of its slaves should return the interrupt vector, and drives the cascade address pins to 
select the appropriate slave Interrupt Controller. During the second INTA cycle, the 80286 
reads an eight-bit interrupt vector from the selected Interrupt Controller and uses this vector 
to respond to the interrupt. 

In 80286 systems where slave Interrupt Controllers may reside on the MUL TIBUS, the 
three cascade address lines from the master 8259A Interrupt Controller must be decoded to 
select whether the current interrupt-acknowledge (INTA) sequence will require the 
MULTIBUS. 
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If the MUL TIBUS is selected, the 82289 Bus Arbiter must be signalled first to request the 
MUL TIBUS, and then enable the MUL TIBUS address and data transceivers to port the 
remainder of. the first and the second INT A cycles onto the MUL TIBUS. The cascade 
address lines from the master 8259A Interrupt Controller (CASO, CAS1, and CAS2) are 
gated onto the local bus address lines A8, A9, and AIO (MULTIBUS address lines ADR8, 
ADR9, and ADRA), respectively, using tri-state drivers. 

Figure 7-5 shows an example of a circuit that performs this decoding function during inter­
rupt-acknowledge sequences. This circuit also addresses some of the critical timing neces­
sary in the case of a master 8259A Interrupt Controller gating a cascade address onto the 
MULTIBUS. 

The timing of the basic interrupt-acknowledge cycle is described in Chapter Three. During 
the first INTA cycle, the cascade address from the master 8259A Interrupt Controller resid­
ing on the local bus becomes valid within a maximum of 565 ns following the assertion of 
the INTA signal from the Bus Controller. Once this address becomes valid, it must be decoded 
to determine whether the remainder of the INTA sequence should remain on the local bus, 
or should take place on the MUL TIBUS. Using the cascade-decode logic shown in Figure 
7-5, the decode delay adds an additional 30 ns, for a total of 595 ns from INTA to bus­
select valid. The local bus Ready logic must therefore insert at least 4 wait states into the 
first INT A cycle before the cascade address becomes valid and the local- or MUL TIBUS­
select becomes valid. 

If the local bus is selected for the remainder of the INT A sequence, the first INT A cycle 
can be terminated immediately. If the MUL TIBUS is selected, however, the first INTA bus 
cycle must still be extended while it is ported onto the MULTIBUS in order to properly 
condition the slave Interrupt Controllers on the MULTIBUS. 

The circuit shown in Figure 7-5 shows how the MULTI BUS 82289 Bus Arbiter and 82288 
Bus Controller are selected to allow this "delayed startup" of the MULTIBUS INTA bus 
cycle. The CMDL Y input to the 82288 is used as a select input that is sampled repetitively 
by the 82288; the CENL input can be tied high. Once the MUL TIBUS has been selected, 
the MULTIBUS XACK signal should be used to terminate the bus operation. 

During the second INTA bus cycle, the Master Cascade Enable (MCE) output of the 82288 
Bus Controller becomes active to gate the cascade address onto address lines A8, A9, and 
AIO. This MCE enable signal stays active one clock cycle longer than the ALE signal, 
allowing the cascade address to be properly captured in the MUL TIBUS address latches. 
The MCE signal becomes active only during INTA cycles-no additional logic is required 
to properly enable the cascade address onto the address bus during INT A cycles. 

Byte-Swapping During MUL TIBUS® Byte Transfers 

The MUL TIBUS standard specifies that during all byte transfers, the data must be trans­
ferred on the lower-eight data lines (MULTIBUS DATO through DAT7), whether the data 
is associated with an even (low-byte) or odd (high-byte) address. For 16-bit systems, this 
requirement means that during byte transfers to odd addresses, the data byte must be 
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Figure 7-5. Decoding Interrupt-Acknowledge Sequences 

"swapped" from the high data lines (local bus D8 through DIS) onto the low data lines (DO 
through D7) before being placed on the MULTIBUS, and then "swapped" back onto the 
high data lines when being read from the MUL TIBUS. This byte-swapping requirement 
maintains compatibility between 8-bit and 16-bit systems sharing the same MULTIBUS. 

Because of this byte-swapping requirement, the MUL TIBUS BHEN signal differs in defini­
tion from the BHE signal on the 80286 local bus. Table 7-1 illustrates the differences between 
these two signals. Notice the difference that appears for byte transfers to odd addresses. 

For 80286 systems, this MULTIBUS byte-swapping requirement is easily met by using only 
an additional data transceiver and necessary control logic. 
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Table 7·1. Local Bus and MULTIBUS® Usage of BHE/BHEN 

Bus Operation AO BHE Transfer ADRO BHEN Transfer 
Occurs On Occurs On 

Word Transfer L L All 16 H L All 16 
data lines data lines 

Byte Transfer to L H Lower 8 H H Lower 8 
Even Address data lines data lines 

Byte Transfer to H L Upper 8 L H Lower 8 
Odd Address data lines data lines 

Figure 7·6 shows how this byte-swapping circuit can be implemented for the 80286 as a bus 
master. The three signals that control this byte-swapping function are the Data Enable 
(DEN), MULTIBUS Byte High Enable (BHEN), and MULTI BUS Address bit 0 (ADRO). 
The 82288 Bus Controller always disables DEN between bus cycles to allow the data trans­
ceivers to change states without bus contention. The MUL TIBUS BHEN and ADRO signals 
are used instead of the local bus BHE and AO because the MUL TIBUS signals are latched 
for the duration of the bus operation. Figure 7-6 also shows the generation of the MULTI­
BUS BHEN Signal from the local bus BHE and AO signals. 

Implementing the Bus-Timeout Function 

The MULTI BUS XACK signal terminates 80286 bus operations on the MULTIBUS by 
driving the ARDY input to the 82288 Bus Controller. If the 80286 should happen to address 
a non-existent device on the MUL TIBUS, however, the XACK signal may never be activated. 
Without a bus-timeout protection circuit, the 80286 could wait indefinitely, tying up the 
MUL TIBUS from use by other bus masters as well. 

The bus-timeout function provides a simple means of ensuring that all MUL TIBUS opera­
tions eventually terminate. Figure 7-7 shows one implementation of a bus-timeout circuit 
using one-shots. If the MULTI BUS XACK signal is not returned within a finite period, the 
bus-timeout signal is activated to terminate the bus operation. 

When a bus-timeout occurs, the data read by the 80286 may not be valid. For this reason, 
the bus-timeout circuit may also be used to generate an interrupt to prevent software from 
using invalid data. 

Power Failure Considerations 

The MULTI BUS interface provides a means of handling power failures by defining a Power 
Fail Interrupt (PFIN) signal and other status lines, and by making provisions for secondary 
or backup power supplies. 
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Typically, the Power Fail Interrupt (PFIN) from the MULTI BUS is connected to the NMI 
interrupt request line of the cpu. When a power failure is about to occur, this interrupt 
enables the 80286 CPU to immediately s.ave its environment before falling voltages and the 
MULTIBUS Memory Protect (MPRO) signal prevent any further memory activity. In 
systems with memory backup power or non-volatile memory, the 80286 environment can be 
saved for the duration of the powerfail condition. 

7-12 



inter 

Vee 

ALE 

READY --I--or-..... 

PCLK-;--o ..... " 

CLK-t---oOf} 

10K 

B 
Q 

74LS123 Q 
A 

CLR 

Q 

CLR Q 

THE SYSTEM BUS 

220K O.l#F 

Vee 

B 74LS123 Q 

A CLR 

-=-

Vee .:;:C[::..:.R..;.;TI;;;;ME:.;:O~UT;..;IN;..;.:T_-r""""""""", 

CLR 

Q 

a t-_-L---.J BUS TIMEOUT 
INTERRUPT 

MULTIBUS· XACK·----LJ::::-­
ARDY 
(TO B2284) 

210760-115 

Figure 7-7. Implementing the Bus-Timeout Function 

When the AC power is restored, the power-up RESET sequence of the 80286 CPU can 
check the status of the MUL TIBUS Power Fail Sense Latch (PFSN) to see if a previous 
power failure has occurred. If this latch is set low, the 80286 can branch to a powerup 
routine that resets the latch using Power Fail Sense Reset (PFSR), restores its environment, 
and resumes execution. 

Further guidelines for designing 80286 systems with power-failure features are contained in 
the Intel MUL TIBUS Specification referred to previously. 

MUL TIBUS® ARBITRATION USING THE 82289 BUS ARBITER 

The MUL TIBUS protocols allow multiple processing elements to contend with each other 
for the use of common system resources. Since the 80~86 does not have exclusive use of the 
MUL TIBUS, when the 80286 processor occasionally tries to access the MUL TIBUS, another 
bus master will already have control of the bus. When this happens, the 80286 will have to 
wait before accessing the bus. 

The 82289 Bus Arbiter provides a compact solution to controlling access to a multi-master 
system bus. The Bus Arbiter directs the processor onto the bus and also allows both higher­
and lower-priority bus masters to acquire the bus. The Bus Arbiter attains control of the 
system bus (eventually) whenever the 80286 attempts to access the bus. (The previous section 
reviewed some techniques to determine when the processor is attempting to access the system 
bus.) Once the Bus Arbiter receives control of the system bus, the 80286 can proceed to 
access specific resources attached to the bus. The 82289 Bus Arbiter handles this bus 
contention in a manner that is completely transparent to the 80286 processor. 
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Gaining Control of the MUL TIBUS@ 

In an 80286 subsystem using an 82289 Bus Arbiter, the 80286 processor issues commands 
as though it had exclusive use of the system bus. The Bus Arbiter keeps track of whether 
the subsystem indeed has control of the system bus, and if not, prevents the 82288 Bus 
Controller and address latches from accessing the bus. The Bus Arbiter also inhibits the 
82C284 Clock Generator, forcing the 82286 processor into one or more wait states. 

When the Bus Arbiter receives control of the system bus, the Bus Arbiter enables the ARDY 
input of the Clock Generator, and enables the 82288 Bus Controller and address latches to 
drive the system bus. Once the system bus transfer is complete, a transfer-acknowledge 
(XACK) signal is returned by the MULTI BUS, signalling to the processor that the transfer 
cycle has completed. In this manner, the Bus Arbiter multiplexes one bus master onto the 
multi-master bus and avoids contention between bus masters. 

Since many bus masters can be on a multi-master system bus, some means must be provided 
for resolving priority between bus masters simultaneously requesting the bus. Figure 7-8 
shows two common priority-resolution schemes: a serial-priority and a parallel-priority 
technique. 

The serial-priority resolution technique consists of a daisy-chain of the 82289 Bus Priority 
In (BPRN) and Bus Priority Out (BPRO) signals. Due to delays in the daisy-chain, however, 
only a limited number of bus masters can be accommodated using this technique. 

In the parallel-priority resolution technique, each 82289 Bus Arbiter makes independent bus 
requests using its Bus Request (BREQ) signal line. An external bus-priority resolution circuit 
determines the highest-priority bus master requesting the bus, and grants that master control 
of the bus by setting BPRN low to that bus master. Any number of bus masters can be 
accommodated using this technique, limited only by the complexity of the external resolu­
tion circuitry. 

Other priority-resolution schemes may also be used. Intel Application Note AP-51 describes 
in greater detail these techniques for resolving the priority of simultaneous bus requests. 

Figure 7-9 shows the timing of a bus exchange for the parallel-priority resolution scheme 
shown in Figure 7-8. In the timing example, a higher-priority bus master requests and is 
granted control of the bus from a lower-priority bus master. 

From the perspective of an individual MUL TIBUS subsystem, the subsystem has been 
granted the bus when that subsystem's BPRN input from the MULTIBUS falls low (active). 
For the purpose of designing an 80286 sybsystem for the MULTIBUS, the BPRN signal is 
sufficient, and a designer need not be concerned with the particular priority-resolution 
technique implemented on the MULTI BUS system. The 82289 Bus Arbiter releases the bus 
if BPRN becomes HIGH at the end of the current bus sequence, under the control of this 
external arbitration device. 

7-14 



THE SYSTEM BUS 

SERIAL PRIORITY RESOLVING TECHNIQUE 

74148 
PRIORITY 

4 ENCODER 

PARALLEL PRIORITY RESOLVING TECHNIQUE 

74138 
3T08 

DECODER 4 
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Releasing the Bus-Three 82289 Operating Modes 

210760-132 

Following a transfer cycle using the system bus, the 82289 Bus Arbiter can either retain 
control of the system bus or release the bus for use by some other bus master. The Bus 
Arbiter can operate in one of three operating modes, each of which defines different condi­
tions under which the Bus Arbiter will relinquish control of the system bus. 
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Figure 7-9. Bus Exchange Timing for the MUL TIBUS® 
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Table 7-2. Three 82289 Operating Modes for Releasing the Bus 

Operating Mode Conditions under which the Bus 
Arbiter releases the system bus· 

Mode 1 The Bus Arbiter releases the bus at the end of each transfer cycle. 

Mode 2 The Bus Arbiter retains the bus until: . a higher-priority bus master requests the bus, driving BPRN high . 
--. a lower-priority bus master requests the bus by pulling the CBRa low . 

Mode 3 The Bus Arbiter retains the bus until a higher-priority bus master requests 
the bus, driving BPRN high. (In this mode, the Bus Arbiter ignores the 
CBRa input. 

"The LOCK input to the Bus Arbiter can be used to override any of the conditions shown in the table. While 
LOCK is asserted, the Bus Arbiter will retain control of the system bus. 

Table 7-2 defines the three operating modes of the 82289 Bus Arbiter, and describes the 
conditions under which the Bus Arbiter relinquishes control of the MUL TIBUS. The follow­
ing sections describe how to configure the Bus Arbiter in anyone of these modes, and also 
describe a way to switch the Bus Arbiter between Modes 2 and 3 under program control 
from the 80286. 

The decision to configure the 82289 Bus Arbiter in one of these three modes, or to configure 
the Bus Arbiter in a fourth manner, allowing switching between modes 2 and 3, is a choice 
left up to the individual designer. This choice may affect the throughput of the individual 
subsystem, as well as the throughput of other subsystems sharing the bus, and system 
throughput as a whole. 
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This performance impact occurs because a multi-processor system may have appreciable 
overhead when a processor requests and takes control of the MULTI BUS. Figure 7-10 illus­
trates the effect of bus set-up and hold times on bus efficiency and throughput. 

When to Use the Different Modes 

The various operating modes of the Bus Arbiter allow the designer to optimize a subsystem's 
use of the MUL TIBUS to its own needs and to the needs of the system as a whole. 

Mode 1, for example, would be adequate for a subsystem that needed to access the MULTI­
BUS only occasionally; by releasing the bus after each transfer cycle, the subsystem would 
minimize its impact on the throughput of other subsystems using the bus. 

Mode 2 would be ideal for a subsystem that shared the MUL TIBUS with a pool of other 
bus masters, all of roughly equal priority, and all equally likely to request the bus at any 
given time. The performance improvement of retaining the bus in case of a second or subse­
quent access to the bus would be matched to the performance impact of other bus masters, 
who may have to request the bus from the controlling Bus Arbiter, and thus suffer the 
ensuing hold delays. 

Mode 3 would be ideal for a system that is likely to be using the MUL TIBUS a high 
percentage of the time. The performance advantages of retaining control of the bus would 
outweigh the chances of other, lower-priority devices waiting longer periods to gain access 
to the MUL TIBUS. 

AN ISOLATED TRANSFER ON THE SYSTEM BUS. 

BUS UTILIZATION FOR BUS ARBITERS OPERATING IN MODE 1. 
LOWER PRIORITY ARBITERS HAVE EASY ACCESS TO THE BUS, 
BUT BUS EFFICIENCY IS LOW. 

BUS UTILIZATION FOR A BUS ARBITER OPERATING IN MODE 3. 
THE ARBITER RETAINS THE BUS UNTIL FORCED OFF, AND SO 
ACQUIRES THE BUS ONLY ONCE FOR A SEQUENCE OF TRANSFERS. 

Figure 7-10. Effects of Bus Contention on Bus Efficiency 
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A fourth alternative, that of allowing a processor to switch its Bus Arbiter between Mode 2 
and Mode 3, offers even more flexibility in optimizing system performance where such 
performance might be subject to experimentation, or where MULTI BUS traffic might be 
sporadic. 

To summarize the preceeding discussion, the decision to use one or another of the four Bus 
Arbiter configurations depends on the relative priorities of processors sharing the bus, and 
on the anticipated traffic each processor may have for the bus. In order to optimize the 
sharing of the MUL TIBUS between several bus masters, designers are urged to experiment 
with the different modes of each Bus Arbiter in the system. 

Configuring the 82289 Operating Modes 

A designer can configure the Bus Arbiter in four ways: 

1. The Bus Arbiter can be configured to operate in Mode 1, releasing the bus at the end 
of each transfer cycle. 

2. The Bus Arbiter can be configured in Mode 2, retaining the bus until either a higher­
or lower-priority bus master requests the bus. 

3. The Bus Arbiter can be configured in Mode 3, retaining the bus until a higher-priority 
bus master requests the bus. 

4. The Bus Arbiter can be configured so that it can be switched between Mode 2 and 
Mode 3 under software control of the 80286. This last configuration is more complex 
than the first three, requiring that a parallel port or addressable latch be used to drive 
one of the strapping pins of the 82289. 

Once the designer has determined which of the four bus-retention techniques to adopt, this 
configuration must be incorporated into the hardware design. Figure 7-11 shows the strap­
ping configurations required to implement each of these four techniques. 

Asserting the LOCK Signal 

Independent of the particular operating mode of the Bus Arbiter, the 80286 processor can 
assert a LOCK signal during string instructions to prevent the Bus Arbiter from releasing 
the MUL TIBUS. This software-controlled LOCK signal prevents the Bus Arbiter from 
surrendering the system bus to any other bus master, whether of higher- or lower-priority. 
LOCK is also asserted automatically by the CPU during interrupt-acknowledge cycles, the 
XCHG instruction, and during some descriptor accesses. 

When the 80286 asserts the LOCK signal, the Bus Arbiter converts this temporary input 
into a level-lock signal, LLOCK, which drives the MUL TIBUS LOCK status line. The Bus 
Arbiter will continue to assert LLOCK retaining control of the MUL TIBUS until the first 
unLOCKed bus cycle from the 80286 processor. 

This LLOCK signal from the 82289 Bus Arbiter must be connected to the MUL TIBUS 
LOCK status line through a tri-state driver. This driver is controlled by the AEN output of 
the Bus Arbiter. 
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Figure 7-11. Four Different 82289 Configurations 

TIMING ANALYSIS OF THE MUL TIBUS® INTERFACE 

The timing specifications for the MULTI BUS are explained concisely in the MULTIBUS 
specification, Order Number 9800683-04, To summarize these requirements as they pertain 
to an 80286 subsystem operating as a MUL TIBUS bus master: 

• The 80286 system must use one command delay when reading data from the 
MULTI BUS. 

• The 80286 must use two command delays when writing data to the MUL TIBUS. 

When the 82288 Bus Controller driving the MULTI BUS is strapped in the MULTIBUS 
configuration (MB = 1, and CMDLY = 0), the Bus Controller automatically inserts the 
appropriate delays as outlined above. No further consideration is required in order to conform 
to the MUL TIBUS timing requirements. 
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Table 7-3 summarizes the critical MULTI BUS parameters as they relate to the 80286 system, 
and shows that these parameters are satisfactorily met by a 6-MHz 80286 with one command 
delay during reads and two command delays during write operations. The timing parameters 
assume the use of 74AS533 and 74AS640 latches and transceivers. 

In addition to the specific parameters defined in Table 3-1, designers must be sure that: 

• To ensure sufficient access time for the slave device, bus operations must not be termi­
nated until an XACK (transfer acknowledge) is received from the slave device. 

• Following an MRDC or an IORC command, the responding slave device must disable its 
data drivers within 166 ns (max) following the return of tlie XACK signal. (All devices 
meeting the MULTIBUS spec. of 65 ns max meet this requirement.) 

USING DUAL-PORT RAM WITH THE SYSTEM BUS 

A dual-port RAM is a memory subsystem that can be accessed by the 80286 via the 80286 
local bus, and can also be accessed by other processing elements via the MUL TIBUS system 
bus. The performance advantages of using dual-port memory are described in Chapter Four. 
This section describes several issues that must be considered when implementing dual-port 
memory with a MULTIBUS interface. 

Table 7-3. Required MUL TIBUS@ Timing for the 80286 

6 MHz 80286 
Timing MULTIBUS@ with: -

Parameter SpeCification 1 CMOl-V on RO 
2 CMOLVon WR 

tAS 50 ns 166.7 ns (2 ClK cycles) 
Address Setup minimum - 25 ns (ALE delaYmax) 
before command - 9 ns (74AS533 delaYmax) 
active + 3 ns (Cmd delaYmin) 

135.7 ns min. 

tos 50 ns 166.7 ns (2 ClK cycles) 
Write Data Setup minimum - 35 ns (DEN act. delaYmax) 
before command - 40 ns (74lS640 delaYmax) 
active + 3 ns (Cmd delaYmin) 

94.7 ns min. 

tAH 50 ns 83.3 ns (1 ClK cycle) 
Address Hold minimum - 30 ns (Cmd inact. delaYmaJ 
after command + 3 ns (ALE act. delaYmin) 
inactive + 4.5 ns (74AS533 delaYmin) 

60.5 ns min. 

tOHW 50 ns 83.3 ns (1 ClK cycle) 
Write Data Hold minimum - 30 ns (Cmd inact. delaYmax) 
after command + 11.5 ns (74lS640 delaYmin) 
inactive 64.8 ns min. 
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Dual-port memories are a shared resource, and, like a shared bus, must address the twin 
issues of arbitration and mutual exclusion. Mutual exclusion addresses the case when two 
processors attempt to access the dual-port memory simultaneously. The MULTI BUS LOCK 
signal and a similar LOCK signal from the 80286 itself attempt to mediate this contention. 

Chapter Four of this manual describes the techniques of addressing these two issues. This 
section expands on the explanation in Chapter Four and in particular discusses how to handle 
the two LOCK signals and avoid potential deadlock conditions that may otherwise arise. 

Figure 7-12 shows a configuration where a dual-port memory is shared between an 80286 
subsystem and the MULTIBUS. The LLOCK (Level-Lock) signal from the 82289 Bus 
Arbiter is used to provide the LOCK signal from the 80286. This LLOCK signal is not 
conditioned on whether the 82289 is currently selected (the SYSB/RESB input). 

Avoiding Deadlock with a Dual-Port Memory 

A potential deadlock situation exists for a dual-port memory when both the 80286 processor 
and another bus master attempt to carry out LOCKed transfers between the dual-port 
memory and external MUL TIBUS memory or devices. 

The situation can arise only when the 80286 attempts to carry out a LOCKed transfer using 
both the dual-port memory and the MULTI BUS. In one deadlock scenario, the 80286 
processor, using the local bus, reads data from the dual-port memory and asserts the LOCK 
signal, preventing the dual-port memory from being accessed by another processing element 
on the MUL TIBUS. 

If, at the same time, another bus master of higher priority (or while asserting the MULTI­
BUS LOCK signal) takes control of the MUL TIBUS and attempts to access the dual-port 
memory, this bus master will be unable to access the (locked) dual-port memory and so 
enters a wait state, waiting for a response from the memory. At the same time, the 80286 
processor will be unable to gain control of the MUL TIBUS in order to complete its transfer, 
since the other processor gained the MUL TIBUS first. The result is deadlock, and in the 
absence of other mechanisms, each processor stops. 

Typically, both processors will eventually terminate their respective bus operations due to 
bus-timeout (see the earlier section on bus-timeout circuitry). If a bus timeout occurs, the 
processors will fail in their respective attempts to write or read data. 

Since reading and/or writing improper data is to be avoided, you have two alternatives to 
avoid this deadlock situation: 

• The first alternative is to simply avoid using LOCKed transfers from the dual-port memory 
in the 80286 software. No additional hardware over that shown in Figure 7-12 is required. 

• The second alternative actually prevents the occurrence of LOCKed transfers between 
the dual-port memory and the MULTIBUS by using hardware to condition the LOCK 
input to the dual-port memory. 
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Figure 7-12. 80286 Dual-Port Memory with MULTIBUS® Interface 
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Figure 7-13 shows a circuit to implement the second alternative. Bear in mind, however, 
that this circuit in effect destroys the LOCK condition on the dual-port memory for any 
transfers from the dual-port memory ending on the MUL TIBUS. This fact will not be 
apparent from the 80286 software. Even if this alternative is implemented, software writers 
should be cautioned against using LOCKed transfers between the dual-port memory and the 
MULTIBUS. 
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Figure 7-13. Preventing Deadlock Between Dual-Port RAM and the MUL TIBUS® 
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Figure 7-1. Local Bus and MULTIBUS® Interface for the 80286 
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80286 
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Figure 7-2. Decoders Select the Local vs. the System Bus 

1/0 Operations 

210760-110 

The decoding of 80286 I/O operations is similar to that described above for memory opera­
tions. In the simplest case, decoding may not even be required if I/O resources are located 
solely on the local bus. In this case any I/O operations simply can be directed to the local 
bus with. no decoding required. If I/O resources are split between the local bus and the 
system bus, however, I/O addresses must be decoded to select the appropriate bus, just as 
for memory addresses as described above. 

If I/O resources are located on the system bus, a second, concurrent issue may be consid­
ered. I/O resources on the system bus may be memory-mapped into the 80286 memory 
space, or I/O-mapped into the I/O address space, independent of how the I/O devices appear 
physically on the system bus. 

Figure 7-4 shows a circuit technique for mapping the MULTIBUS I/O space into a portion 
of the 80286 memory space. This circuit uses an address-decoder to generate the appropriate 
I/O-read or I/O-write commands for any memory references falling into the memory-mapped 
I/O block. This same technique is discussed in Chapter Five, which also contains a detailed 
discussion of the merits and tradeoffsbetween memory-mapped and I/O-mapped devices. 
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~~~'ii7~~ ~~;ta-Aoyama 
FAX: 03-497-4879 

JAPAN (Conl'd.) 

w:c:~:.n1~~:nrcrilaya 
~sa~~d~kYO 15 

FAX: 03-467-8088 

~ra~~e 
~~~t~_2~~~Shi 460 
FAX: 052-2Q4..2901 

KOREA 

Sam sung Semiconductor & 
Telecommunications Co., Ltd. 
150, 2-KA, Tafpyung-ro, Chung-ku 
Seoul 100 
Tel: 82-2-751-3987 
Tl.X: 27970 KORSST 
FAX: 82-2-753-0967 

MEXICO 

~=~j::racc. Ind. San Antonio 

~~rg~:~exleo, O.F. 
Tel: 52-5-561-3211 
TLX: 1773790 DICOME 

NEW ZEALAND 

Northrup Instruments & Systems Ltd. 

~.KJ~'9m~N=arket 
Auckland 1 
Ter: 64-9-501-219, 501-801 
TLX: 21570 THERMAL 

& Systems Ltd. 

SINGAPORE 

Electronic Resources Pte, Ltd. 
17 Harvey Road #04-01 

~~7~=a1~89-1618 
TWX: 56541 FRELS 
FAX: 2895327 

SOUTH AFRICA 

~~~~~c4~~dlng Elements, Pty. Ltd. 

Pine Square, 18th Street 
Hazelwood, Pretoria 0001 
Tel: 27-12-469921 
TLX: 3-227786 SA 

TAIWAN 

VENEZUELA 

P. Benavides S.A. 
AvlIBn&S8Rio 
RestdenclaKamarata 
Locales 4 A 17 
La Candelaria, caracas 
Tel: 56-2-571-0398 
TLX: 28450 
FAX: 58-2-572-33.21 

CG-3/4/88 



inter 
ALABAMA 

IntelQorp. 
5015 Br8dford Dr., #2 
Huntsville 35805 
Tet: (205) 830-4010 

ARIZ""" 

Intel Corp. 
11225N.28thDr. 
Suite 0-214 
Phoenix 85029 
Tel: (602) 869-4980 

Intel Corp. 
500 E. Fry Blvd., Suite M·tS 
SIerra Vista 86635 
Tel: (602) 459-5010 

~~, ~r~i Dorado Place 
Suite 301 
Tucson 85715 
Tel: (602) 299-6815 

CALIFORNIA 

Intel Corp. 
21515 Venowen Street 
Suite 116 

~f:(If:~~ 
I 

IIlteICorp." 
San Tomas 4 
2700 ~ Tornu Expressway 
2nd Floor 
Santa Clara 95051 

~~ 
COLORADO 

CONNECTICUT 

~~~lnRoad 
2nd Floor 

~06811 
Tel: 748-3130 

;71 -456-1199 

CAUFORNIA 

2700 Sao Tomas Expressway 
Santa Clara 95051 
Tel: (408) 97D·17(X) 

CAUFORNIA 

~~s~~or~fXpressway 
Tel: (408) 986-8086 

DOMESTIC SERVICE OFFICES 
FLORIOA 

GEORGIA 

=~nteparkway 
SuHe200 
Norcross 30092 
Tel: (404) 449-0541 

ILUNOIS 

INDIANA 

Intel COrp. 
rI177 Pu'due Road 
Suite 125 

~:~~~:= 
IOWA 

Intel Corp, 
1930 SI. Andrews Drive N.E. 
2ndFJoor 
Cedar Raplds 52402 
Tel: (319)393-5510 

KANSAS 

10thStraat 

Park 68210 
345-2727 

MARYLAND 

Intel Corp," 
7821 Parkway Drive South 
BultaC 
Hanover 21076 

~~~"':2~s:. 

MASSACHUSETTS 

~~borp.center 
3 CarNsle Road 
2ncIFiom 
WesHord 01886 

~~m~ 

MICHIGAN 

~r:, ~ard Lake Road 
Suite 100 
West BtoomfIeld 48033 
Tel: (313) 851-8096 

MINNESOTA 

MISSOURI 

NEW JERSEY 

~~8zam 
RaritanCenlel" 
Edison 08817 
Tel: (201) 226-3000 

~"'".\= .... """"" 75 LivIngston Avenue 
First Floor 
Roseland 07068 

~~~~~-~:g:o~ 

360 

NEWMExtCO 

Intel Corp. 
8500 Menaul Boulevard N.E. 
SuiteB 295 

¢l=lWlJdJ: 
NIIWYORK 

NORTH CAROUNA 

Inte1Corp. 
2306 W. Meadowview Road 
Suite 206 
Greensboro 27407 
Tel: (919) 294-1541 

01110 

Intel Corp." 
3401 Park Center Drive 
Suite 220 

~e~:. 
D,. 

OKLAHOMA 

OREGON 

~~~~. Greenbrier Parkway 

=~97006 
~~7~21 = 9rl.·Elam Young Parkway 
HIHsboro 97123 
Tet: (503) 881-8080 

P!NNSYLVANIA 

PUI!RTORICO 

.. "". 
Intel Corp. 
313 E. Anderson lane 
SUIte 314 
Austin 78752 
Tel: (512) 454-3628 

CUSTOMER TRAINING CENTERS 
Il.LINOIS 

~:u::'~~is#300 
Tel, (312) 3~700 

MASSACHUS!nI 

3 Carlisle Road 
W88tfOrd01886 
Tel: (617) 892-1000 

MARYLAND 

7833 Walker Dr., 4th FloOf 
Greenbelt 20770 
Tel: (301) 220-3380 

SYSTEMS ENGINEERING OFFICES 
IWHOIS NEW YORK 

=,:~n~l!;laoo 
Tel: (312) 3~8031 

300 Motor Parkway 

~:fC:~~~ 

TIlXAS (Cont'd.) 

UTAH 

~r: =6400 South 
Suite 104 

~e~~If)'J:aos1 
VJRGINIA 

WASHINGTON 

~r;11~'Avenue N.E. 
Suite 386 
Bellevue 98OD4 

~~~~ 

WISCONSIN 

Intel Corp. 
330 S. Executive Dr. 
Suite 102 
Brookfield 53005 
Tel: (414) 784-8087 
FAX: (414) 796-2115 

CANADA 
amnSH COWMBIA 

ONTARIO 

Intel Semiconductor of Canada, Ltd. 
190 Attwell Drive 
Suite 500 
Rexdale M9W 6H8 

~(~.:s~f105 
FAX: (416) 875-2438 

QUEBEC 
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