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(57) ABSTRACT 
A multi-bus microcomputer system includes a cache 
subsystem and an arbitration supervisor. A CPU is pro 
vided with a PREEMPT signal source which generates 
a preempt signal in CPU cycles extending beyond a 
specified duration. The preempt signal is effective at 
any device having access to the bus to initiate an or 
derly termination of the bus usage. When that device 
signals its termination of bus usage, the arbitration su 
pervisor changes the state of an ARB/GRANT con 
ductor, which had been in the grant phase, to the arbi 
tration phase. During the arbitration phase each of the 
devices (other than the CPU) cooperates in an arbitra 
tion mechanism for bus usage during the next grant 
phase. On the other hand, the CPU, having asserted 
preempt, responds to a signal indicating initiation of the 
arbitration phase by immediately accessing the system 
bus. 
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1. 

SYSTEM BUS PREEMPT FOR 80386 WHEN 
RUNNING IN AN 80386/82385 MICROCOMPUTER 

SYSTEM WITH ARBITRATION 

FIELD OF THE INVENTION 

The invention relates to providing an 80386 with an 
entry into bus arbitration in an 80386/82385 microcom 
puter system wherein the 82385 operates in master 
mode. 

RELATED APPLICATIONS 
The present invention is related to Application Ser. 

No. 030,786, entitled "Computer System Having Pro 
grammable DMA Control', filed Mar. 27, 1987, now 
Pat. No. 4,901,234, issued Feb. 13, 1990; Application 
Ser. No. 780,558, filed Oct. 16, 1991, which is a continu 
ation of Application Ser. No. 030,788, entitled "DMA 
Access Arbitration Device in which CPU can Arbitrate 
on behalf of Attachment having no Arbiter", filed Mar. 
27, 1987, now abandoned; and Application Serial No 
725,223, filed June 26, 1991, which is a continuation of 
Application Ser. No. 102,690, entitled "Computer Sys 
ten having Dynamically Programmable Linear/Fair 
ness Priority Arbitration Scheme" filed Sept. 30, 1987, 
now abandoned. 

BACKGROUND ART 
Background information respecting the 80386, its 

characteristics and its use in microcomputer systems 
including cache memory subsystems are described in 
Intel's "Introduction to the 80386", April 1986 and the 
80386 Hardware Reference Manual (1986). The charac 
teristics and operating performance of the 82385 are 
described in the Intel publication "82385 High Perfor 
mance 32-Bit Cache Controller" (1987). 

Devices for distributing a resource among a plurality 
of potential users are described in the above-identified 
applications, the disclosures of which are incorporated 
herein by reference. These applications describe distri 
bution of a resource such as a computer bus subsystem 
and/or access to memory, among a plurality of devices 
on a single bus microcomputer system. Distribution of 
such a resource is commonly referred to as arbitration. 
The arbitration arrangements described in the above 
referenced applications use distributed arbitration with 
a central supervisor to allocate the common resource to 
one of a plurality of potential users. However, the su 
pervisor is controlled by the CPU so that, in the event 
the CPU requires access, it can control the supervisor in 
order to ensure that the CPU itself receives access to 
the common resource as required. 

Microcomputer systems including a cache subsystem 
are, architecturally, significantly different from mi 
crocomputer systems without cache subsystems. Mi 
crocomputer systems with a cache subsystem operate as 
dual bus devices. More particularly, in microcomputer 
systems with a cache subsystem, there is a first bus 
(referred to as the CPU local bus) which interconnects 
the CPU, cache memory and cache control. Other de 
vices are coupled to a different bus (system bus), Such 
other devices include for example main memory, I/O 
devices and ancillary apparatus. In addition to the fore 
going devices, the system bus may also be coupled to 
the cache control. 
The cache subsystem typically relieves the system 

bus from a large proportion of memory accesses that 
would otherwise be carried by the system bus in the 
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2 
absence of the cache subsystem. That is, to the extent 
that the CPU can obtain information from the cache 
memory, then for that particular cycle the CPU does 
not require access to the system bus. Accordingly, other 
devices can, during the same period of time, use the 
system bus for other operations. This is expected to 
result in a significant reduction of the system bus cycles 
which are actually used by the CPU. Usually the cache 
control is coupled to both the system bus and the CPU 
local bus, and one of the functions of the cache control 
is to supervise the arbitration supervisor which, in the 
single bus systems, had been supervised by the CPU. 
One available cache controller, the 82.385, has the 

capability of operating in a master or a slave mode. 
When the 82385 is operated in the master mode, and 
supervises the arbitration supervisor, there is no longer 
any mechanism for the CPU to contend for the system 
bus resource. 

Accordingly, it is an object of this invention to pro 
vide a mechanism whereby a CPU, in a multi-bus mi 
crocomputer system with a cache control element su 
pervising the arbitration supervisor, may access the 
system bus resource distributed by the arbitration mech 
anism. 
The arbitration supervisor as described in the above 

referenced applications, responds to arbitration request 
signals which are coupled in common from a plurality 
of devices. When the arbitration supervisor recognizes 
that one or more devices has requested the common 
resource, it signals the beginning of an arbitration per 
iod by changing the condition of a conductor (the 
ARB/GRANT is accessible to all the contending de 
vices). When the contending devices see the condition 
of this conductor changed so as to signal the beginning 
of an arbitration period, the devices generate signals 
corresponding to their priority levels and drive a plural 
ity of arbitration conductors dedicated to this function 
with those signals. The connection between the plural 
ity of devices and the arbitration conductors are ar 
ranged such that the conductors assume that priority 
value of the highest priority circuit driving the arbitra 
tion conductors. Each device can therefore recognize, 
by comparing the priority value on the arbitration con 
ductors with its own priority value, whether there is 
any higher priority device contending for access to the 
bus. At the termination of a predetermined arbitration 
period, the ARB/GRANT conductor changes state. 
This begins the grant period, during which that con 
tending device whose priority value was the priority 
value on the arbitration conductors assumes control of 
the common resource to initiate a bus cycle. 

Furthermore, as described in the above-referenced 
applications, there is still another conductor dedicated 
to a PREEMPT signal which can be generated to force 
a device having received access to the system resource, 
to terminate its access. Thus, a device which has re 
ceived access to the system resource and is using that 
resource, on recognizing an asserted preempt, is re 
quired to initiate an orderly termination of its use of the 
system resource. When the device which is thus pre 
empted terminates its use of the common resource, the 
arbitration supervisor begins a new arbitration period as 
described above. 

In microcomputer systems with a cache subsystem, 
the CPU cycles accessing cache (and thus not requiring 
access to the system bus) are cycles of minimum dura 
tion or zero wait state cycles. When CPU cycles extend 
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beyond this minimum, they signal CPU requirements 
for the system bus. Thus CPU cycles of longer than the 
minimum duration signal CPU need for the system bus, 
the common resource. 

In accordance with the invention, the CPU is pro 
vided with the means to generate a PREEMPT signal 
which will cause any device having gained access to the 
bus through the arbitration mechanism to terminate that 
access as has already been described. As will be de 
scribed, the CPU's generation of PREEMPT is con 
trolled by detecting a CPU cycle of duration longer 
than one required for a cache address. 

However, the CPU's use of the system resource is 
arranged to conserve as much time as possible. More 
particularly, when a device which had gained access to 
the bus via an arbitration recognizes a preempt and 
initiates an orderly termination of its bus access, it sig 
nals its termination of the use of the bus. The arbitration 
supervisor responds to this indication by generating a 
new arbitration period. If the CPU was the device 
which had generated the preempt to require release of 
the bus, it will respond differently to the beginning of 
the arbitration period than will any other device con 
tending for bus access. At the beginning of the arbitra 
tion period, each of the other devices contending for 
access to the bus places its priority value on the arbitra 
tion conductors. The CPU does not enter into this pro 
cess at all; with the beginning of the arbitration period, 
the CPU actually begins using the bus. 

In an embodiment of the invention which has actually 
been constructed, the minimum arbitration period is 300 
nanoseconds. However a zero wait state bus cycle is less 
than 300 nanoseconds. Accordingly, whenever the 
CPU preempts and thereby gains access to the system 
bus, it can actually complete a cycle simultaneously 
with the arbitration process. 

Accordingly, the present invention provides the CPU 
with means to preempt use of the system bus which had 
previously been distributed based on an arbitration 
mechanism. Furthermore, in accordance with the pres 
ent invention, when the CPU obtains access to the sys 
tem bus via its preempt signal, it can initiate a bus cycle 
which can be completed during the duration that other 
devices contend for access to the bus. 
Thus in one aspect, the invention provides a multi-bus 

microcomputer system comprising: 
a) a processor and a cache subsystem connected to 

gether by a CPU local bus, 
b) a random access memory, an arbitration supervisor 

and a plurality of other functional units connected to 
gether by a system bus, 

c) means coupling said CPU local bus and said system 
bus, 

d) where both said CPU local bus and said system bus 
include a plurality of conductors dedicated to arbitrat 
ing access to said system bus by at least some of said 
plurality of other functional units, one of said plurality 
of said conductors providing a preempt signal, and 

e) a preempt signal source with inputs responsive to a 
CPU local bus cycle extending beyond a minimum 
duration, said preempt signal source having an output 
coupled to said CPU local bus for generating a preempt 
signal effective at any functional unit with access to said 
system bus for limiting a duration of said access in re 
sponse to receipt of said preempt signal. 
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4. 
BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is an overall three-dimensional view of a typi 
cal microcomputer system employing the present in 
vention; 

FIG. 2 is a detailed block diagram of a majority of the 
components of a typical microcomputer system em 
ploying the present invention; 

FIG. 3 illustrates how the arbitration supervisor and 
CPU are connected in accordance with a single bus 
microcomputer system; 

FIG. 4 illustrates how the arbitration supervisor, 
CPU and cache control are interconnected in accor 
dance with the present invention; 
FIG. 5 illustrates the apparatus associated with the 

CPU to generate a PREEMPT signal; 
FIG. 6 illustrates the logic associated with the CPU 

for generating a signal CPUREQ which is used in gen 
eration of a PREEMPT signal by the CPU; 

FIG. 7A-E is a timing diagram illustrating several 
arbitration and grant cycles, one of which provides 
access to the system bus by a generic device and an 
other of which provides access to the system bus by the 
CPU via a PREEMPT signal; 
FIG. 8 shows the relationship between the central 

arbitration supervisor 335 and arbitors 336 associated 
with other devices; 

FIGS. 9 and 10 taken together are a block diagram of 
an arbitration supervisor 335; and 

FIG. 11 is a timing diagram for explaining the opera 
tion of FIG. 8. 

DETALED DESCRIPTION 
FIG. 1 shows a typical microcomputer system in 

which the present invention can be employed. As 
shown, the microcomputer system 10 comprises a num 
ber of components which are interconnected together. 
More particularly, a system unit 30 is coupled to and 
drives a monitor 20 (such as a conventional video dis 
play). The system unit 30 is also coupled to input de 
vices such as a keyboard 40 and a mouse 50. An output 
device such as a printer 60 can also be connected to the 
system unit 30. Finally, the system unit 30 may include 
one or more disk drives, such as the disk drive 70. As 
will be described below, the system unit 30 responds to 
input devices such as the keyboard 40 and the mouse 50, 
and input/output devices such as the disk drive 70 for 
providing signals to drive output devices such as the 
monitor 20 and the printer 60. Of course those skilled in 
the art are aware that other and conventional compo 
nents can also be connected to the system unit 30 for 
interaction therewith. In accordance with the present 
invention, the microcomputer system 10 includes (as 
will be .more particularly described below) a cache 
memory subsystem such that there is a CPU local bus 
interconnecting a processor, a cache control and a 
cache memory which itself is coupled via a buffer to a 
system bus. The system bus is interconnected to and 
interacts with the I/O devices such as the keyboard 40, 
mouse 50, disk drive 70, monitor 20 and printer 60. 
Furthermore, in accordance with the present invention, 
the system unit 30 may also include a third bus compris 
ing a Micro Channel (TM) architecture for interconnec 
tion between the system bus and other input/output 
devices. 

FIG. 2 is a high level block diagram illustrating the 
various components of a typical microcomputer system 
in accordance with the present invention. A CPU local 
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bus 230 (comprising data, address and control compo 
nents) provides for the connection of a microprocessor 
225 (such as an 80386), a cache control 260 (which may 
include an 82385 cache controller a cache 226) and a 
random access cache memory 255. Also coupled on the 
CPU local bus 230 is a buffer 240. The buffer 240 is itself 
connected to the system bus 250, also comprising ad 
dress, data and control components. The system bus 250 
extends between the buffer 240 and a further buffer 253. 
The system bus 250 is also connected to a bus control 
and timing element 265 and a DMA controller 325. An 
arbitration control bus 340 couples the bus control and 
timing element 265 and arbitration supervisor 335. The 
main memory 350 is also connected to the system bus 
250. The main memory includes a memory control ele 
ment 351, an address multiplexer 352 and a data buffer 
353. These elements are interconnected with memory 
elements 361 through 364, as shown in FIG. 2. A mem 
ory data bus 400 couples the buffer 353 to elements 
361-364. The multiplexer 352 is coupled to memory 
elements 361-364 of memory 370 via bus 390. 
A further buffer 267 is coupled between the system 

bus 250 and a planar bus 270 of an I/O system 200. The 
planar bus 270 includes address, data and control com 
ponents. Coupled along the planar bus 270 are a variety 
of I/O adaptors and other components such as the dis 
play adaptor 275 (which is used to drive the monitor 
20), a clock 280, additional random access memory 285, 
an RS232 adaptor 290 (used for serial I/O operations), 
a printer adaptor 295 (which can be used to drive the 
printer 60), a timer 300, a diskette adaptor 305 (which 
cooperates with the disk drive 70), an interrupt control 
ler 310 and read only memory 315. The buffer 253 pro 
vides an interface between system bus 250 and an op 
tional feature bus such as the Micro-Channel (TM) bus 
320 represented by the Micro-Channel (TM) sockets 
330. Devices such as memory 331 and socket 332 may 
be coupled to the bus 320. 

FIGS. 8-11 are useful in explaining the arbitration 
mechanism. Referring now to FIG. 8, the relationship 
between the arbitration supervisor 335 and a local arbi 
ter unit 336, representative of all local arbiter units, will 
be described. In general, when a device wants access to 
the system bus 250 to transfer data, a local arbiter unit 
336 will receive a request signal from the particular 
device to which the arbiter unit is related. The request 
signal is converted to a MPREEMPT signal which is 
generated by the local arbiter and transmitted to the 
arbitration supervisor 335 and each of the local arbiters 
over the MPREEMPT line of the arbitration bus. It 
should be noted in the specific embodiment of this in 
vention that the /PREEMPT lines are OR'ed together 
and thus it is irrelevant to the arbitration supervisor 335 
which particular device generates the request. The arbi 
tration supervisor 335 generates the ARB/GRANT 
signal at an appropriate time as determined by the 
HLDA and --REFRESH memory signal from a re 
fresh controller (not shown) well known to those skilled 
in the art, in response to a MPREEMPT signal from one 
or more of the local arbiters 336, HLDA is one signal of 
the pair HLDA and HRQ (or HOLD) which in a single 
bus system was exchanged between the arbitration su 
pervisor 335 and the CPU. In dual bus systems these 
signals are between the arbitration supervisor and the 
82.385. 
Thus when any one of the devices desires to contend 

for use of the system bus 250, it generates a request 
signal to its corresponding local arbiter 336 which then 
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6 
generates a /PREEMPT signal over the /PREEMPT 
line of the arbitration bus. Then at the appropriate time 
when the bus becomes available, as determined by the . 
HOLD and the +REFRESH signal from the refresh 
controller, the arbitration supervisor 335 generates the 
--ARB state of the ARB/GRANT signal over the arbi 
tration bus to each one of the local arbiters 336. In 
response to the --ARB state, each of the local arbiters 
336 which desires access to the system bus 250 drives its 
priority level onto respective lines ARB0-ARB3 of the 
arbitration bus. Then each of the local arbiters desiring 
access to the system bus 250 compares its designated 
priority level with the priority level on the arbitration 
bus and takes itself out of contention for the bus in the 
event its priority level is lower than that being driven 
onto the arbitration bus. Thus at the end of the arbitra 
tion cycle, only that one of the local arbiters having the 
highest priority level during that arbitration cycle re 
mains in contention for the bus and thus gains control of 
the bus when the GRANT state is received from the 
arbitration supervisor 335 over the ARB/GRANT line. 

Referring now to FIGS. 9 and 10, a more detailed 
circuit description of the arbitration supervisor 335 is 
illustrated. The arbitration supervisor 335 comprises a 
modified Johnson ring timing chain including counters 
31 through 34 and OR gate 35, OR gate 36, NAND gate 
37, inverter 38 and OR gate 39. Assuming the bus begins 
in an idle condition with the CPU 225 "owning" the 
bus, but not using it, the circuit operation will be de 
scribed hereinafter in conjunction with the timing 
charts of FIG. 11. In the aforesaid condition, ARB 
/e,ovs/GRANTA is then active low, and the arbitration 
priority levels ARB0 through ARB3 all have a value of 
one. The modified Johnson ring timing chain is held 
reset by the -i-HILDA signal through the OR gate 36 
and the NAND gate 37. When a device needs access to 
the bus, the MPREEMPT signal is activated. As shown 
in FIG. 10, the WPREEMPT signal going active results 
in the output of the gate going positive, representing a 
PROCESSOR HOLD REQUEST (--PROC HRQ) 
signal. The --ARB0 through --ARB3 signal and a 
--GRANT signal are also input to the OR gate of FIG. 
10 to insure that the CPU 225 will not interfere with bus 
transfers by other devices. The --PROC HRQ signal 
results in deactivating -- HLDA which results in the 
reset signal (output from OR gate 36) being removed 
from counters 31 through 34. It should be understood 
that inputs - S0, - S1, -CMD and - BURST must be 
inactive in order for +HLDA to remove the reset sig 
nals from the aforesaid counters 31 through 34, as illus 
trated in FIG. 11. The - S0 signal represents the 
WRITE cycle, and the - S1 signal represents the 
READ cycle. The -CMD signal is generated by the 
current bus master a specified time period after - S0 or 
-S1. During READ cycles the -CMD instructs the 
slave device to place READ data onto the bus and 
during WRITE cycles -CMD is activated for valida 
tion of WRITE data. 
On the next (20 MHz) clock pulse, after -- HLDA is 

deactivated, the counter 31 output is set causing the 
output of OR gate 39 to go high (+ARB) indicating an 
arbitration timing period. The OR gate 39 output re 
mains high until the output of counter 33 goes low 
sometime after the output of counter 34 has gone high. 
This establishes a 300 nanosecond timing pulse for the 
ARB/GRANT signal. The output from counter 34 
remains set until the device begins a bus cycle by 
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5 either activating - S0 or - S1. The output is then 
reset, and the counters 31 through 34 are ready to begin 
timing again at the end of the current bus cycle. If no 
devices are requesting bus service, the bus returns to the 
idle condition and control is returned to the processor. 
HLDA is reactivated and the bus is now available for 
processor operations. 

FIG. 3 shows the interconnection between an 80386 
CPU, such as the microprocessor 225, and the arbitra 
tion supervisor 335. The input/output signals connected 
at the right of the arbitration supervisor 335 are de 
scribed in the referenced applications. More particu 
larly, the output signal ARB/GRANT is the signal 
defining whether the arbitration mechanism is in the 
carbitration state (during which devices contending for 
access to the system resource place their priority level 
on the arbitration conductors) or in a grant phase 
(wherein the device obtaining access to the common 
resource can employ that resource to the exclusion of 
other devices which may have been contending for 
access). Another input signal to the arbitration supervi 
sor 335 is the PREEMPT signal which has already been 
described. Finally, the input to the 335 arbitration su 
pervisor represented by ARB(0-3) is the arbitration 
conductors which, during the arbitration phase, are 
driven by devices contending for access with their own 
priority levels. The input/output connections on the left 
side of the arbitration supervisor 335 show its intercon 
nection with the 80386, in a typical single bus mi 
crocomputer system. The signals HLDA and HRQ 
(sometimes referred to as HOLD) are handshaking 
mechanisms whereby the arbitration supervisor 335 can 
request access to the system resource to the exclusion of 
the 80386 (HRQ). When the 80386 acknowledges 
(HLDA) then the arbitration supervisor 335 can distrib 
ute access to the resource. In single bus microcomputer 
systems, the CPU cannot preempt on its own behalf. 
This raises the undesirable potential for the CPU to be 
locked out of the common resource by a device which 
is allowed to burst. 

FIG. 4 is a block diagram showing selected intercon 
nections, in a dual bus microcomputer system which 
employs the 80386 CPU and an 82385 cache controller. 
The input/output connections on the right side of the 
arbitration supervisor 335 of FIG. 4 are identical to 
those in FIG. 3 and will not be described again. The 
important point illustrated in FIG. 4 is that the supervi 
sion of the arbitration supervisor 335 is now imple 
mented by the 82385 cache controller, since it is that 
element to which the HRQ and HLDA signals are 
connected. Absent some other arrangement, then, the 
80386 CPU could be frozen out of use of the connon 
resource. The present invention provides that other 
mechanism and does so, to a large extent, without in 
pacting other devices accessed to the common resource. 
FIGS. 5 and 6, taken together, illustrate how the signal 
CPREEMPT, and its antecedent CPUREQ, are gener 
ated. 

Referring first to FIG. 6, the logic there can be con 
sidered part of the cache control 260. The logic is pro 
vided to generate the signal CPUREQ which can be 
considered a control signal input to the control portion 
of the buffer 240. The control signal CPUREQ is devel 
oped from the inputs shown at the left including 
MBUSYCYC 386, READYI, CLK, RESET and 
(/M/IO & A31). The latter signal is the decoded ad 
dress to the coprocessor. The signals BUSYCYC 386, 
READYI and /(/M/IO & A31) are active low signals 
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such that for example when the flip-flop 601 becomes 
set (through a high input at its D input), its output is 
high and the CPUREQ signal is low (active). In addi 
tion to the flip-flop 601, the logic of FIG. 6 includes an 
OR gate 602, three AND gates 603-605 and inverters 
606-608. 

Essentially the inputs to AND gate 603 detect an 
80386 cycle which extends beyond the zero wait state 
and which is not at the same time a cycle dedicated to 
the coprocessor. Once the condition is detected, the 
flip-flop 601 becomes set, and can only be reset at a 
clock time CLK2 when the condition has terminated. 
Gates 604 and 605 are provided to reset flip-flop 601 
when CLK is high and READYI is (active) low. This 
condition occurs when a CPU bus cycle is completed. 
A CPU local bus cycle extending beyond the zero 

wait state (and which is also not a coprocessor dedi 
cated cycle) is a cycle which requires access to the 
system bus. Accordingly the CPUREQ under those 
circumstances becomes active, that is, goes low. The 
effect of this signal is shown in FIG. 5. 

FIG. 5 shows logic which is associated with the sys 
tem bus 250. As shown in FIG. 5 the control element of 
the buffer 240 has an output CPUREQ (which is driven 
by the same signal shown in FIG. 6). The CPUREQ is 
one input to a gate 501 whose output CPREEMPT is, in 
effect, a preempt signal generated by the 80386. As see 
in FIG. 5 the signal /CPREEMPT is coupled to the 
PREEMPT conductor which is one of the inputs to the 
arbitration supervisor 335 (see FIG, 3 or 4). The signal 
/CPREEMPT is generated by the logic shown in FIG. 
5 including the gates 501-503. A second input to the 
gate 501 is the output of gate 503, one of whose inputs 
is the ARB/GRANT signal (identical to the output of 
the arbitration supervisor 335). The other input is ENC 
PUPREEMPT. The latter is an output of the 80386. 
When inactive, this signal will inhibit /CPREEMPT 
from ever becoming active. Thus when ENCPU 
PREEMPT is inactive, the 80386 cannot preempt. 
ENCPUPREEMPT may be controlled by a user-setta 
ble switch or a software switch, depending on the re 
quirements of other system devices and/or software. 
Under normal circumstances, ENCPUPREEMPT will 
be active, thus enabling the 80386 to preempt. When the 
ARB/GRANT indicates the arbitration process is in the 
grant phase (and ENCPUPREEMPT is active) then the 
output of gate 503 will be active. An active output of 
the gate 503 along with an active CPUREQ will enable 
production of an active McPREEMPT. The gate 503 
will prevent generation of an active /CPREEMPT 
during the arbitration phase, and only allow an active 
/CPREEMPT during the grant phase of the arbitration 
process. The gate 502 is used to monitor the state of the 
arbitration conductors and will prevent generation of an 
active/CPREEMPT if all conductors are (active) high, 
indicating that other devices are not arbitrating for the 
bus, i.e. the CPU owns the common resource. 

Accordingly, by the logic shown in FIGS. 5 and 6, 
for cycles on the CPU local bus which are not dedi 
cated to the coprocessor, and which extend beyond a 
minimum duration (zero wait state), the CPU may pre 
empt, and will preempt, if the arbitration mechanism is 
in its grant phase. The effect of this preemption will 
now be described in connection with FIGS. 7A-7E. 
FIGS. 7A-7E are similar to FIG. 4 in application Ser. 

No. 030,786 and illustrates: 
1) use of the system bus by a burst device (a-d), 



5,129,090 
9 

2) preemption of that device by a typical device 
through use of the PREEMPT signal (b-h), 

3) acquisition of the bus by the CPU via use of the 
/CPREEMPT signal (k-o), and 

4) simultaneous with use of the bus by the CPU, arbi 
tration for use of the bus by another device (m). 

More particularly, for purpose of illustration assume 
that a Burst mode device has gained control of the 
system bus as illustrated (a) in FG. 7D. When another 
device along the system bus asserts PREEMPT (b), the 
Burst device presently in control completes its current 
transfer as illustrated (c)-FIG. 7C. On completion of 
the current transfer, the Burst device that is relinquish 
ing control of the system bus removes its Burst signal 
"from the Burst line as shown at (d)-FIG. 7D. This 
Burst device will not participate in the next arbitration 
cycle. The arbitration supervisor 335 then places the 
ARB/GRANT into the ARB state (e)-FIG. 7A. The 
same transition represents the beginning of another 
arbitration cycle and arbitration for the system bus 
begins at (f)-FIG. 7B. After the ARB/GRANT signal 
goes low, control of the system bus is granted to the 
new device as illustrated at (g)-FIG. 7A. The new 
device which has gained control of the system bus then 
removes its PREEMPT signal in response to the 
GRANT signal as shown at (h)-FIG. 7E. 
Sometime later, in the example of FIGS. 7A-7E and 

based on conditions reflected on the CPU local bus 230, 
the CPU asserts MCPREEMPT which is reflected in 
PREEMPT (k)-FIG. 7E. As has already been ex 
plained, this will result in a new arbitration cycle begin 
ning as illustrated (1)-FIG. 7A. The arbitration cycle, 
as shown in FIG. 7A, extends from (l-o). During this 
arbitration cycle, the CPU actually employs the system 
bus, and at the beginning of that cycle the CPU de 
asserts its PREEMPT signal (n)-FIG. 7E. During the 
CPU's use of the system bus, other devices which may 
contend for access to the system bus arbitrate for that 
resource beginning at (m)-FIG. 7B. At the end of the 
CPU cycle, when it has completed use of the system bus 
(o), a new arbitration has been completed so that imme 
diately thereafter some further device (if any were con 

BREADY385 as BUSCYC385 MEREADY & MISS 
/BT2:= BUSCYC385 & PIPECYC385 & /BADS & CLK & BT2 
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10 
tending for access to the system bus) can employ that 
resource in the duration beginning at (o)-FIG. 7A. 
The /CPREEMPT signal is only active when a CPU 

bus cycle extends beyond a predetermined duration 
(beyond a zero wait state, for example). During the 
arbitration phase (ARB/GRANT high), the CPU cache 
control 260 is released from the hold state by the super 
visor 335 dropping HRQ and is allowed to run one or 
more cycles. 
The completion of a CPU cycle, allowed to use the 

system bus by use of the preempt mechanism, is de 
tected by READYI active with CLK high. By virtue of 
the logic of FIG. 6, under these conditions the flip-flop 
601 is reset and CPUREQ goes inactive. 
The logic equations which have been referenced 

above are reproduced immediately below. In this mate 
rial the symbols have the following meanings associated 
with them: 

Symbol Definition 
A Negation 
se A registered term, equal to 
R A combinatorial term, equal to 
& Logical AND 
-- Logical OR 

Logic Signals 
ARBE0-3) Defined in the copending 

applications 
ARB/GRANT Defined in the copending 

applications 
A(AMAO & A31) Decoded math coprocessor address 
OPREEMPT See FIG. 5 
ACPUREQ See FG. 6 
ENCPUPREEMPT Programmable bit to enable or 

disable ability of the CPU to 
generate/CPREEMPT 

PREEMPT Defined in the copending 
applications, modified in this 
application to the extent it may 
be generated by /CPREEMPT 

Logic Equations 
(1) 
(2) 

- BUSCYC385 MPIPECYC385 BADS CLK NACACHE & BT2 
-- MISS & WBUSCYC385 & MBADS & /(BW/R) & CLK & NCA & ABREADY 
- MMSS & MBREADY & ABUSCYC385 & CLK 
- MBT2 & BREADY NACACHE 
- vocKwsT2 

MBUFWRENd: a WBSABUSCYC385 MBREADY at CLK 

ABUSCYC385:-BUSCYC385 & MBADS CLK 

(3) 

(4) 
- BUSCYC385 & APPECYC385 CLK 
-- BUSCYC385 kBT2 . CLK 
-- ABUSCYC385 BREADY 
-- MBUSCYC385 ACLK 

BUSCYC386:se SCYC386 &/AIDS CLK ARESET (5) 
-- BUSCYC386 & MPPECYC386 & CLK & RESET 
-- BUSCYC386 CPUREADY & ARESET 
-- w8USCYC386 ?cK & RESET 

ACPUNA:=AMISS & CLK as CPUNA & ANACACHE (6) 
-- /MSS. C.K. & CPUNA MBREADY ABUSCYC385 
-- CPUNA & CLK 
-- /OPUNA & AMISS & CLK 
- vicFUNA & CLK & BREADY 
-- wonA & BUSCYC385 NACACHE & CLK 

LEAB; =/LEAB & BUSCYC386 & acPUREADY & CWMR) & CLK & ADS (7) 
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-continued 
Logic Equations 

-- LEAB & BUFWREND & CLK 
-- LEAB & WBS & CLK 

MMISS1: =MISS) & BUSCYC385 & CPUNA & MBADS & OBW/R) & CLK & NCA (8) 
+ MISS & BUSCYC385 & ABADS & (BWAR) & CLK & NCA & ABREADY 
-- MMSS & ACLK 
-- MISS & BREADY 

APPECYC385: sppECYC385 & MBADS is: ABUSCYC385 CLK & ABREAOY (9) 
- PIPECYC38S AMISS & BT2: ABUSCYC385 & CLK & ABREADY 
-- APIPECYC385 & /CLK 

PPECYC386: (10) 
PPECYC386 & ADS CLK & CPUREADY is arESET & ABUSCYC386 

--- APPECYC386 s CLK RESET 

ACPUREADYsAREADYO & v(W/R) 
- MBRYON BREADY MISS1 & MBUSCYC385 
- AREAOYO387 
-- MBREADY385 & (WAR) & /LEAB 
+ MREADYO & (W/R) & NAC 
- MRDY387PAL 

In the foregoing logic equations the following signals 
are described or referred to in the cited Intel publica 
tions: 
ADS 
BADS 
BRDYEN 
BREADY 
(BW/R) actually referred to as BW/R, the parenthe 

sis are used to indicate that the entire term is one 
signal 

CLK 
READYO 
RESET 
WBS 
(W/R) actually referred to as W/R, the parenthesis 

are used to indicate the entire term is a single signal 
ADS, when active indicates a valid address on the 

CPU local bus 230. BADS, when active indicates a 
valid address on the system bus 250. BRDYEN is an 
output of the 82385 which is a antecedent of the 
READY signals. BREADY is a ready signal from the 
system bus 250 to the CPU local bus 230, BW/R defines 
a system bus 250 Write or Read. CLK is a processor 
clocking signal which is in phase with the processor 
225. READYO is another output of the 82.385 in the line 
of ready signals. RESET should be apparent. WBS 
indicates the condition of the Write Buffer. (W/R) is the 
conventional Write or Read signal for the CPU local 
bus 230. 

Equations (1)-(11) define: 
BREADY385 
BT2 
BUFWREND 
BUSCYC385 
BUSCYC386 
CPUNA 
LEAB 
MISS 
PIPECYC385 
PIPECYC386 
CPUREADY 
in terms of the defined signals, the signals described 
or referred to in the cited Intel publications and 
NCA, NACACHE, READY0387 and RDY387 
PAL. 

BREADY385 is a signal like BREADY which in an 
embodiment actually constructed was modified to 

25 

30 

35 

45 

SO 

55 

65 

(11) 

accommodate a 64K cache. In the case of a 32K 
cache (as recommended by the manufacturer) 
BREADY can be used in lieu of BREADY385. 
BT2 reflects the state of the system bus 250. The state 

BT2 is a state defined in the cited Intel publications. 
BUFWREND represents the end of a buffered write 

cycle. 
BUSCYC385 also reflects the state of the system bus 

250. It is high for bus states BTI, BT1, BT1P and low 
for bus states BT2, BT2P and BT2I (again these are bus 
states referenced in the cited Intel publications). 
BUSCYC386 is high during CPU local bus 230 states 

TI, T1, T1P, T2 and low during T2. It is also low for 
T2P unless T2I occurs first. 
CPUNA is a signal to the 80386 allowing pipelined 

operation. 
LEAB is the latch enable (into buffer 240) for posted 

writes. 
MISS) is active defining the first cycle in a double 

cycle for handling 64 bit reads to cacheable devices. 
PIPECYC385 is active during BTP (which is a bus 

state referred to in the cited Intel publications. 
PIPECYC386 is low during state T1P of the CPU 

local bus 230. 
CPUREADY is the ready input to the 80386. 
NCA is a signal created by decoding the address 

component on the CPU local bus 230 to reflect, when 
active, a non-cacheable access. Cacheability is deter 
mined by a tag component (A31 to A17) and program 
mable information defining what tags (if any) refer to 
cacheable as opposed to non-cacheable addresses. 
NACACHE is a signal similar to the BNA signal. 

BNA is a system generated signal requesting a next 
address from the CPU local bus 230, and is referenced 
in the cited Intel publications. NACACHE differs from 
BNA only in respect of the fact that BNA is created for 
32K cache while NACACHE is created for a 64K 
cache. So long as the cache memory is 32K, as cited in 
the Intel publications the NACACHE signal referred to 
here could be replaced by the BNA signal. 
READY0387 is the ready output of the 80387 math 

coprocessor. 
RDY387PAL is an output of external logic used in 

the event a 80387 math coprocessor is not installed to 
prevent the absence of the math coprocessor from inter 
fering in system operations. 
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Thus it should be apparent that by use of the inven 
tion, in dual bus microcomputer system employing an 
80386 processor and 82385 cache controller, the proces 
sor is conditionally allowed to preempt for use of the 
system bus under specified circumstances. More partic- 5 
ularly, for local bus cycles extending beyond a predeter 
mined duration, the processor can assert/CPREEMPT 
on the condition that there are other users contending 
for access to the resource and the preempt option has 
been enabled (ENCPUPREEMPT). However, when 10 
the preempt becomes effective (as signalled to the pro 
cessor by the arbitration supervisor), then two events 
occur simultaneously. The first event is that the proces 
sor accesses the system bus. This access will not inter 
-fere with any other potential bus users since during the 15 
period of the processor's access, other contending users 
are in an arbitration phase. Thus simultaneous with the 
access to the system bus by the processor, other users 
may arbitrate for access to the grant phase following the 
processor's use of the bus. Accordingly, by use of the 20 
invention, the processor is enabled to use the systen bus 
even if other user devices are contending, simulta 
neously, for access to the bus. By overlapping the pro 
cessor's use of the bus with the arbitration phase (en 
tered into by other devices), bus utilization and effi- 25 
ciency are increased. 
While a particular embodiment of the invention has 

been described herein, it should be apparent that the 
invention is not limited to the specific example de 
scribed herein and rather should be construed in accor- 30 
dance with the claims attached hereto. 
We claim: 
1. A multi-bus microcomputer system comprising 
a) a processor and a cache subsystem connected to 

gether by a CPU local bus; 35 
b) a random access memory, an arbitration supervisor 
and a plurality of other functional units connected 
together by a system bus, said other functional 
units having assigned relative priority values; 

c) means coupling said CPU local bus and said system 40 
bus; 

d) said arbitration supervisor being responsive to 
service request from said other functional units for 
terminating control of the system bus by one of said 
other functional units and for initiating arbitration 45 
cycles to grant access to the system bus to one of 
the requesting functional units at the end of each of 
said arbitration cycles in accordance with their 
priority values; 

e) said arbitration supervisor being effective to permit 50 
processor access to the system bus while no one of 
said other functional units have access to or re 
quires access to said system bus; 

f) logic means, couple to said arbitration supervisor 
and responsive to processor signals requesting ac- 55 
cess to said system bus while one of said other 
functional units has control of said system bus and 
at least a second other functional unit is requesting 
service, for terminating said control of the system 
bus by said one functional unit and thereafter caus- 60 
ing said arbitration supervisor to initiate an arbitra 
tion cycle for said other functional units, during 
which cycle no functional unit has control of the 
system bus; and 

g) means coupled to the arbitration supervisor and 65 
effective during said last-mentioned arbitration 
cycle for providing the processor access to the 
system bus only during the last-mentioned arbitra 

14 
tion cycle while said arbitration supervisor re 
sponds to the service request to grant access to said 
second other functional unit at the end of said last 
mentioned arbitration cycle. 

2. A multi-bus microcomputer system comprising: 
a processor and a plurality of other functional units 

coupled to and sharing control of a system bus; 
arbitration means coupled to the system bus and de 

termining during a arbitration time period access to 
said system bus at the end of said arbitration time 
period by one of said other functional units in ac 
cordance with relative priority levels assigned to 
each functional unit; 

said arbitration means permitting access to said sys 
tem bus by said processor so long as no other func 
tional unit has requested access to no controls said 
system bus; 

logic means, coupled to said arbitration means and 
responsive to processor request for access to said 
system bus while one of said other functional units 
controls said system bus and at least a second other 
functional unit has a request for service, for initiat 
ing a termination control of said system bus; 

said arbitration means being effective upon said ter 
mination initiating an arbitration time period for 
control of said system bus by of said other func 
tional units at the end of said arbitration time per 
iod no functional unit having control of the system 
bus during said arbitration time period; and 

permitting means, responsive to said arbitration 
means, for permitting processor access to said sys 
ten bus during the last-mentioned arbitration time 
period and other functional unit access to the sys 
ten bus at the end said last-mentioned time period. 

3. The system of claim 2 further comprising: 
program controlled means coupled to said logic 
means for rendering said logic means alternatively 
effective or ineffective to respond to a processor 
request for access to the system bus. 

4. A multi-bus microcomputer system comprising; 
a processor couple to a processor local bus; 
a system bus couple to said processor local bus; 
a plurality of functional units which share control of 

said system bus and which are couple to said sys 
tem bus; 

an arbitration supervisor responsive to a processor 
signal requesting access to said system bus, while a 
first one of said functional units has control of said 
system bus and while second ones of said functional 
units have pending requests for service, for initiat 
ing a termination of said control of the system bus 
by said first functional unit and for subsequently 
initiating an arbitration cycle, during which cycle 
no functional unit has control of the systern bus; 

said arbitration supervisor effective during said arbi 
tration cycle for concurrently 

granting the processor access to said system bus dur 
ing said arbitration cycle, and 

determining relative priority values of said second 
functional units; and 

said arbitration supervisor effective at the end of said 
arbitration cycle for granting access to the system 
bus to one of said second functional units in accor 
dance with their priority values. 

5. Data processing apparatus comprising 
a processor having a local bus; 
a system bus and means coupling the system bus to 

the local bus; 
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a memory connected to the system bus, 
said system bus routing processor and input/output 

data transfers with said memory; and 
an arbitration supervisor for controlling the use of 5 

said system bus; 
said arbitration supervisor responsive to a processor 

signal requesting access to said system bus during a 
current input/output data transfer while at least 
one input/output request for access to said system 
bus is pending for initiating a termination of said 
current input/output data transfer and for subse 
quently initiating an arbitration cycle, during 
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which cycle no functional unit has control of the 
system bus: 

said arbitration supervisor effective during said arbi 
tration cycle for concurrently 

granting the processor access to said system bus dur 
ing said arbitration cycle for a process or data 
transfer, and 

determining relative priorities of pending input/out 
put requests; and 

said arbitration supervisor effective at the end of said 
arbitration cycle for granting access to said system 
bus for an input/output data transfer in accordance 
with the priorities of the pending input/output 
requests. 

k 


