
IIIHIIIIHIIII 
USOOS237676A 

United States Patent 19 (1) Patent Number: 5,237,676 
Arimilli et al. (45) Date of Patent: Aug. 17, 1993 

(54) HIGH SPEED DATA TRANSFER SYSTEM 4,507,732 3/1985 Catiller et al. ....... ... 395/275 
WHICH ADJUSTS DATA TRANSFER SPEED 4,519,034 5/1985 Smith ........... ... 364/200 

TRA 4,523,274 6/1985 Fukunaga..... ... 364/200 
ESSEN2RRENFER 4,542,457 9/1985 Mortensen ... ... 364/200 

4,570,220 2/1986 Tetrick ......... ... 364/200 
DEVICE 4,571,671 2/1986 Burns ....... ... 36/200 

75 Inventors: Ravi K. Arimilli, Round Rock; 3. 23. St. a : 
Sudhir Dhawan, Austin; George A. we a ....... 
Leron, Austin; James O. Nicholson, 4,679,166 7/1987 Berger ...... ... 364/900 

4,691,342 9/1987 Waldron et al. . 395/325 
Austin; David W. Siegel, Austin, all 4,710,893 12/1987 McCutcheon ... ... 364/900 
of Tex. 4,716,525 12A1987 Gilanyi ............. ... 364/200 

73 Assignee; International Business Machines 4,727,491 2/1988 Culley .......... ... 395/SOO 
Corp., Armonk, N.Y. 4,807, 16 2/1989 Katzman .. ... 3642OO 

4,860,200 8/1989 Holmbo ........ ... 364/200 
... 364/200 (21) Appl. No.: 297,773 4,878,173 10/1989 Goekjian. 

4,890,222 12/1989 Kirk .................................... 364/200 
(22 Filed: Jan. 13, 1989 
51) Int. C1.5 GO6F 13/14 OTHER PUBLICATIONS 
52 U.S. ci. .395/sso; 364/271; Technical Disclosure Bulletin, Apr. 1986, vol. 28, No. 

364/271.1; 364/260.1; 364/229; 364/DIG. 1; 11, pp. 4837-4839. 
395/500 

58) Field of Search ... 364/200 MS File, 900 MS File; Pimary Examiner-Thomas C. Lee 
395/500, 550 Assistant Examiner-Eric Coleman 

Attorney, Agent, or Firm-Kenneth C. Hill; Duke W. 
56) References Cited Yee 

U.S. PATENT DOCUMENTS (57) ABSTRACT 

3,582,906 6/1971 Beausoleil ............ ... 3/29. A t tem bus includes signal lines f trol 3,656,123 4/1972 Canewale et al. ... ... 395/550 computer system bus includes signal lines for contro 
3,699,525 10/1972 Klavins ............ ... 36/200 ling a high speed block data transfer mode between a 
3,798,613 3/974 Edstron ... ... 364/200 bus master and a bus slave. When both devices support 
3,909,799 9/1975 Recks ....... ... 364/200 such a transfer, a high speed bus clock separate from the 
3,970,997 7/1976 Daly ............ ... 36/200 normal bus clock is used to transfer data. Devices not 
4,038,642 7/1977 Bouknecht ... involved in the high speed block transfer see only an 

A. Eliott -- a 73 extended normal data transfer. The master and slave use 
4,225,939 9/1980 Yashir ... 36/goo bus control signals to determine the speed and data 
4,408,272 O/1983 Walters ........ ... 364/200 width of the high speed transfer. If the slave is unable to 
4,455,620 6/1984 Watanabe. ... 364900 transfer the complete block of data at the high speed 
4,458,308 7/1984 Hotley ...... ... 36/200 clock rate, it can signal the master to repeat the transfer 
4473,879 9/1984 Tachiuchi .... ... 364/200 
4,476,527 10/1984 Clayton, IV . 2; of individual data items as necessary. 
4,493,021 1/1985 Agrawal ........... ... 364/200 
4,494,192 A 1985 Lew et al. ........................... 364/2OO 5 Claims, 7 Drawing Sheets 

MASTER 

  



U.S. Patent Aug. 17, 1993 Sheet 1 of 7 5,237,676 

MASTER 

BEGIN 
BUS CYCLE 

1DOESN 
SLAVE SUPPORT NO 
STREAMING 

22 

TRANSFER 
COMPLETE 

COMPLETE 
BUS CYCLE 

24 NO 

TRANSFER 
DATA 

Fig. 2 

    

  

    

  

  

  

  



U.S. Patent Aug. 17, 1993 Sheet 2 of 7 5,237,676 

START 

ASSERT 
ADDRESS/SELECT 3 O 

3 2 
ASSERT 
READ/WRITE 

3 4. ASSERT ADL 

DETERMINE 
36 MASTER 

DATA WDTH 

fig. 3a 
IF WRITING, 381- AssERTDATA 

START 
4O DATA CYCLE 

TO FIG. 3C 
NO SAVE 

READY 

42 
YES 

DETERMINE 
SAVE 

44 DATA WDTH 

FROM FIG. 3C 
YES TO FIG.3b . 

50 DETERMINE 5) 
TRANSFER RATE 

TO FIG. 3b 52 
\ START SD 

STROBE FROM FIG. 3c 

  



U.S. Patent Aug. 17, 1993 Sheet 3 of 7 5,237,676 

N FROM FIG. 30 

STROBE DATA 

58 

IF WRITING, 
ASSERT 
SAME DATA 

fig. 3b 
SDR 

SIGNAL 

VAID 
YES 

F READING, 
FETCH DATA 

INCREMENT 
INTERNAL 
ADDRESS 

NO 

ASSERT LAST 
CYCLE IND. 

MASTER 
PENULTMATE 

CYgs 
F WRITING 
ASSERT 
SAME DATA 

STOP SD 62 
FROM FIG. 3 STROBE 

5) 48 
47 F READING COMPLETE 

FETCH DATA DATA CYCLE 

  

  

  

  

  

  

  

  

  

  

  

  

  

  



U.S. Patent Aug. 17, 1993 Sheet 4 of 7 5,237,676 

WAIT FOR 
A MINIMUM 
DELAY 8O fig. 3c 

DETERMINE 
SLAVE DATA 

82 WDTH 

84 
SDR SIGNAL 

VAID 

  

    

  

  

  

  



U.S. Patent Aug. 17, 1993 Sheet 5 of 7 5,237,676 

DECODE 90 
ADDRESS/SELECT 

92 ASSERT 
DEVICE SIZE fy. 4a 

94 96 

SLAVE YaNO SIGNAL NOT 
REAOY READY 

98 TO FIG.4b. 
T9 F6.491SAVE 
{ CAPABLE OF 

NO SD 
O4. 

YES Es (99 
ASSERT 
SDR RATE 

MASTER 
AST CYCLE 

NO 

SLAVE SAVE SIGNAL 
REApy READY NOT READY 

YES (O YES 
SIGNAL O F READ 

DATA CYCLE O2 DATA 2 
STARTS STROBED 

F WRITING 4 FROM FIG.4b. FETCH DATA 

6 TO FIG, 4b 
INCREMENT 
INTERNAL 2) 
ADDRESS 

  

  

  

  



U.S. Patent Aug. 17, 1993 Sheet 6 of 7 5,237,676 

FROM FIG. 40 

8 SLAVE TO FIG. 40 

PENATYNO 3) 
fig. 4b. CYCLE 

YES 

2O 
SGNAL SLAVE 

FROM FIG. 4 NOT READY REp 

4) YES 
2 IF READ, 24 

3. ASSERT DATA 
SLAVE 
READY 

SD RATE 
YES 

34 RESET 

SDR RATE DATACYCLE 128 
COMPLETES 

F READ, F WRITING 
ASSERT DATA FEtcHDATA 3O 

36 

DATA CYCLE 
STARTS 4O 

SIGNAL 42 
READY 

YES 

FROM FIG. 4 

    

  



5,237,676 Sheet 7 of 7 Aug. 17, 1993 U.S. Patent 

AQMJHO 38081S OS 0 W O TO W 

  

  



5,237,676 
1 

HIGH SPEED DATA TRANSFER SYSTEM WHCH 
ADJUSTS DATA TRANSFER SPEED IN 

RESPONSE TO INDICATED TRANSFER SPEED 
CAPABILITY OF CONNECTED DEVICE 

CROSS REFERENCE TO RELATED 
APPLICATION 

A present application contains subject matter related 
to co-pending application Ser. No. 07/297,774, aban 
doned, entitled DATA TRANSFER USING BUS 
ADDRESS LINES, and application Ser. No. 
07/297,772, now U.S. Pat. No. 5,109,490, entitled 
COMPUTER SYSTEM DMA TRANSFER, both 
files on even date herewith and assigned to the assignee 
hereof, and both of which are incorporated by reference 
herein. 

BACKGROUND OF THE INVENTION 

Technical Field 
The present invention relates generally to computer 

systems, and more specifically to data transfer on a 
computer bus. 

2. Background Art 
General purpose computer systems are usually de 

signed to transfer data between various subsystems over 
a shared data path known as a bus. The various subsys 
tens, such as a central processor, cache controller, and 
input/output (I/O) subsystems such as keyboard, video, 
and mass storage controllers may all be attached to a 
single system bus. The system main memory may also 
be attached to the system bus. In some systems, main 
memory is connected directly to the central processor, 
with the system bus being reserved for I/O data transfer 
through a DMA device or other I/O controller. 

Since a large amount of data is transferred between 
numerous subsystems on a single bus, the bus itself can 
often become a performance bottleneck for the overall 
system. Designing a system bus to be able to handle the 
heavy load placed upon it is a difficult task. The diffi 
culty of this task is increased in many systems because 
the precise nature of the equipment to be included in the 
system may not be known in advance to the bus de 
signer. Different subsystems, made by different manu 
facturers and having different performance specifica 
tions, may all be attached to a single system bus at the 
same time. 
The system bus must be designed to perform cor 

rectly regardless of which subsystems are attached to it. 
In practice, this usually means that a bus is designed to 
a "lowest common denominator', in which certain 
aspects of the bus design are chosen to sacrifice perfor 
mance in order to assure correct operation with all 
subsystems. 
The nature of subsystems to be attached to the system 

bus can vary. Some subsystems, such as keyboard I/O, 
usually transfer only a single character or word at one 
time. Other subsystems, such as video device control 
lers or DMA controllers attached to mass storage sub 
systems, usually transfer data in blocks of words. In 
order to support efficient transfer of block data, many 
system buses include a block transfer mode, also called 
a "burst mode' on some systems, which is designed for 
the express purpose of transferring blocks of consecu 
tive data words. When a block transfer is in effect, some 
of the standard bus control transactions are not used, 
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2 
which decreases bus overhead and increases the data 
transfer rate. 
Although block transfer modes allow blocks of data 

to be more efficiently transferred on a bus, the overall 
system bus performance is limited by the fact that all of 
the subsystems will be attached to the bus at all times, 
Thus, bus performance limitations, which are included 
to allow some low performance subsystems to operate 
properly, prevent potentially higher performance sub 
systems from being able to transfer data at a higher rate. 
In traditional computer system bus designs it is not 
possible to have different subsystems transfer data over 
a single bus at different rates. 

It would therefore be desirable for a computer system 
bus to support a high speed data transfer protocol 
which did not interfere with the proper operation of 
low performance devices attached to the bus. It would 
be further desirable if the high speed data transfer pro 
tocol on such bus could accommodate subsystems hav 
ing different, predefined performance limitations, so 
that certain data transfers between subsystems could be 
made at a rate limited only by the subsystems involved 
in the transfer without regard to performance limita 
tions of other devices attached to the bus. 

SUMMARY OF THE INVENTION 

It is therefore an object of the present invention to 
provide high speed block data transfer on a computer 
system bus between a master subsystem and a slave 
subsystem without such transfer affecting low speed 
devices attached to the bus. 

It is another object of the present invention to pro 
vide a high speed block data transfer on a computer 
system bus between a master subsystem and a slave 
subsystem wherein the data transfer rate can be varied 
to accommodate the maximum transfer speeds of the 
master subsystem and slave subsystem. 

It is a further object of the present invention to pro 
vide high speed block data transfer on a computer sys 
ten bus between a master subsystem and a slave subsys 
term wherein the word width of the data transfer can be 
adjusted to accommodate the maximum word width 
transfer supported by both the master subsystem and 
the slave subsystem. 

Therefore, according to the present invention, a com 
puter system bus includes a mechanism for a high speed 
block data transfer between a master subsystem and a 
slave subsystem. Several bus control signals are dedi 
cated specifically to this function. When a master sub 
system and a slave subsystem are both capable of sup 
porting a high speed block data transfer, such fact is 
communicated on the special control lines. Selected bus 
control signals are held in a preselected state so that the 
remaining devices attached to the bus are not affected 
by the high speed block data transfer. 
A separate high speed clock signal is used for the high 

speed data transfers instead of the normal bus clock 
signal. The frequency of the high speed clock can be 
adjusted to be consistent with the performance specifi 
cations of both the master and the slave. 

BRIEF DESCRIPTION OF THE DRAWINGS 
The novel features believed characteristic of the in 

vention are set forth in the appended claims. The inven 
tion itself however, as well as a preferred mode of use, 
and further objects and advantages thereof, will best be 
understood by reference to the following detailed de 
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scription of an illustrative embodiment when read in 
conjunction with the accompanying drawings, wherein: 

FIG. 1 is a block diagram showing a master subsys 
tem and a slave subsystem connected to a computer 
system bus; 

FIG. 2 is a flowchart illustrating operation of a high 
speed data transfer mode; 
FIG. 3a and 3b considered together are a flowchart 

illustrating the operation of a bus master device; 
FIG. 4 is a flowchart illustrating operation of a bus 

slave device; and 
FIG. 5 is a timing diagram illustrating bus signal 

sequencing for a sample data transfer in high speed 
mode. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

The preferred embodiment of the invention which 
will now be described is based upon the microchannel 
System2 bus which is incorporated in PS/2 microcom 
puter products available from IBM. Only the control 
signals necessary for illustrating the present invention 
are included in this description; additional aspects of the 
bus upon which this description is based are available in 
published literature. 
FIG. 1 shows a computer system bus 10 with two 

attached subsystems 12, 14. For convenience, the bus 
signals are broken down into addressing signals ADDR, 
data signals DATA, and control signals CTRL. The 
addressing signals ADDR define memory locations 
within the memory map of the system. For systems such 
as the PS/2 family which have separate address spaces 
for system memory and I/O devices, the address signals 
ADDR also include a signal (not shown) indicating 
whether the current bus address is a memory address or 
an I/O address. 

In a high speed block data transfer according to the 
present invention, two devices are involved. One device 
12 coupled to the bus will be considered the bus master 
device, with the other device referred to as the bus 
slave device 14. Consistent with traditional usage, the 
bus master 12 is the subsystem which is in charge of the 
transfer. The slave 14 generates signals and may termi 
nate the transfer, but its control logic is generally sim 
pler than that of the master 12. 

In many systems, any given subsystem may be capa 
ble of both master and slave operation. In particular, 
subsystems which are capable of operating as a bus 
master are also usually capable of operating as a slave. 
Many simpler devices, such as memory subsystems, are 
only capable of operating as slaves. 
The high speed data transfer which will now be de 

scribed is referred to herein as a streaming data transfer. 
This terminology is used to distinguish this new transfer 
mechanism from previous block mode transfers which 
operate on different principles. 
The discussion of FIGS. 2, 3, 4, and 5 makes the 

assumption, in all cases, that the bus master can perform 
the described high speed transfer process. If the master 
cannot perform the high speed transfer, either by design 
or because of something in the master's current opera 
tional state, data transfer is performed in the normal 
node used by the microchannel bus. 
FIG. 2 is a high level block diagram illustrating the 

data transfer process according to the present invention. 
First, a normal bus data transfer cycle begins 20. At this 
point, no decision has been made as to whether this 
cycle will be a normal data transfer or a streaming data 
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4. 
transfer. After the cycle begins, the bus master deter 
mines whether the slave device supports streaming data 
transfers 22. If not, a normal bus cycle is completed 24. 
If the slave does support streaming data, assuming that 
the master does also, a check is made 26 to see whether 
the transfer is complete. If it is not, data is transferred 28 
and control refers to step 26. During the time that con 
trol is looping between steps 26 and 28, the remaining 
devices attached to the bus can see only that the original 
bus cycle begun in step 20 has not yet completed. 
Therefore, they ignore any changing of signals which 
occurs during the block data transfer. 
Once the transfer is complete, as tested in step 26, the 

normal bus cycle completes 24. At this time, the remain 
ing devices on the bus again operate in normal fashion. 
It is possible that only a single data transfer will be made 
at the higher rate, in which case little or nothing is 
gained. However, the maximum number of data items 
which may be transferred can be quite large. In many 
systems, the maximum number will be determined by a 
bus timeout period. Since a data cycle is begun in step 
20, but has not yet completed, a typical bus timeout 
controller will think that the slave device has not re 
sponded at all. 

FIGS. 3 and 4 are flowcharts illustrating operation of 
the bus master 12 and slave 14, respectively. Although 
steps are shown sequentially, some are actually per 
formed in parallel. For example, steps 34 and 38 in FIG. 
3 are actually performed simultaneously. Steps 40, 42, 
44, and 46 are also performed together. Such implemen 
tation details are performed in the same manner as pre 
ciously done on the microchannel bus. 

FIG. 3 is a detailed flowchart illustrating operation of 
a bus master 12 as used with the preferred embodiment. 
If the master 12 does not support streaming data trans 
fers, it will simply operate in the normal mode. The 
flowchart of FIG. 3 illustrates the flow of control 
within a bus master 12 which does support streaming 
data transfers. 
At the beginning of a bus cycle, the master asserts the 

address and select signals 30. SELECT is a signal indi 
cating whether the address placed on the bus is a mem 
ory address or an I/O port address. Only a single ad 
dress must be asserted for a streaming data transfer. As 
will be described, the master 12 and the slave 14 both 
automatically increment an internal address each time a 
data item is transferred. This is somewhat analogous to 
prior art block transfers, in which a starting address and 
a count of the number of data items to be transferred are 
the only address related signals required by a DMA 
device. However, in prior art DMA transfers, the DMA 
controller typically asserts an address for each data item 
transferred. In the presently described system, both the 
master 12 and slave 14 increment addresses internally, 
so that the address bus is not used once the streaming 
data transfer begins. As described below, in the pres 
ently described system no block length is defined in 
advance. Instead, either the master 12 or the slave 14 
may terminate the transfer when it is complete. 

Shortly after the address is asserted, a READ/- 
WRITE signal is asserted 32. This indicates whether 
data will be transferred from the master 12 to the slave 
14 (write), or from the slave device 14 to the master 12 
(read). 

Next, an ADL signal is asserted 34. This signal indi 
cates that the address currently on the address lines of 
the bus 10 is valid, and typically causes the slave device 
14 to write the address into its internal buffers. Bus 
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definitions typically specify a minimum delay period 
between the time that the addresses become valid and 
their latching with the ADL signal. 
The bus master 12 determines the data width at which 

it is capable of communicating 36. A master 12 may not 
be capable of transferring data at the maximum width 
allowed by the bus 10. For example, on a 32bit data bus, 
a given device acting as a bus master for this cycle may 
only be capable of transferring 8 or 16 bits at a time. In 
most bus masters, the maximum width of the master 
does not change, and will actually be determined at 
some fixed time in the past. However, the results of that 
determination should be available at step 36. 

If the current data transfer is a write, thereby trans 
ferring data from the master to the slave, the master 12 
asserts (places on the data bus) data at this time 38. Such 
data may be asserted simultaneously with ADL. The 
master then begins the data cycle 40, which consists of 
transitioning the bus clock. In the preferred embodi 
ment, as illustrated in FIG. 5, the clock signal is transi 
tioned from high to low to start the data cycle. 
At the time the data cycle begins, the master 12 de 

tects whether the slave 14 is ready to transfer data 42. 
This is done by sampling a control line driven by the 
slave 14 which indicates whether the slave 14 is ready. 
If the slave 14 is not ready, control passes to step 80 (in 
FIG. 3b). If the slave 14 is ready, the master 12 proceeds 
to determine the data width which can be handled by 
the slave 44. Width is sensed on control lines reserved 
for this purpose, which are driven by the currently 
addressed slave during each clock cycle. If the master 
word width is greater than that supported by the slave 
14, the master 12 will need to abort or complete this 
cycle and resend the same data in smaller segments 
which are acceptable by the slave. 

In a preferred embodiment, slave data width is indi 
cated by the signal DS(16.32), which is a 2 bit signal. 
The possible values of DS(16.32), and their correspond 
ing meanings, are shown in Table I. The master 12 will 
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and the slave's word width. 

TABLE I 
DS(16.32) Data Width 

OO 32 bits 
O 6 bits 
O Reserved 

8 bits 

Up to and including step 44, all of the actions per 
formed by the master 12 are those which are performed 
in every bus cycle. That is, no special actions have yet 
been undertaken in support of a streaming data transfer. 

In step 46, an SDR signal is tested by the master 12 to 
see if it is valid. The SDR signal indicates whether the 
slave device 14 supports streaming data transfers. If it 
does not, control is transferred to step 47. If the master 
was reading this cycle it fetches the data from the data 
bus 47, and completes the data cycle 48. Completing the 
data cycle 48 is accomplished by transitioning the clock 
signal from low to high. The READ/WRITE signal 
should also be transitioned high it is still low. READ/- 
WRITE may be transitioned high anytime after the 
SDR signal has been tested. At this point, the master 12 
has completed a normal bus cycle. 
In step 46, if the slave 14 does support streaming data 

transfers, control passes to step 50. If the master 12 has 
only a single data item to transfer, it will typically com 
plete a normal data cycle by forcing control of the 
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transfer to step 46 regardless of the state of the slave's 
SD signal. f : . . . 
When the streaming data transfer is initiated, the 

master first determines the maximum transfer rate 
which the slave device supports 50. In a preferred em 
bodiment, this rate is indicated by the same SDR signal 
which indicates whether the slave supports streaming 
data transfer. 

TABLE II 
SDR(0.1) Operation & Speed 

OO SD at 20 MHz (50 ns) 
10 SD at 16 MHz (62.5 ns) 
01 SD at 10 MHz (100 ns) 
11 Basic Transfer Cycle 

In a preferred embodiment, the signal SDR is a 2 bit 
signal, with the four possible values indicated in Table 
II. The bit pairs 00, 10, and 01 indicate that the slave 14 
can support streaming data transfers at 20 MHz, 16 
MHz, and 10 MHz respectively. These clock speeds 
correspond to cycle times of 50 ns, 62.5 ns, and 100 ns, 
respectively. 

If the SDR signal set by the slave 14 is 11, it does not 
support streaming data transfer at all, and the master 12 
will cause only the basic transfer cycle to be used as 
described above. This is the value tested for by the 
master 12 in step 46. If the value of SDR is 11, the SDR 
signal if considered to be not valid. 
Once the transfer rate has been determined 50, the 

master 12 drives a high speed clock 52, referred to as 
SD STROBE. This is a free running clock which is a 
completely separate signal from the normal bus clock. 
As described above, the normal bus clock is transitioned 
low in step 40, and transitioned high in step 48 to com 
plete a single bus cycle. The normal system clock re 
mains low during the entire streaming data transfer. 
The next step for the master 12 is to strobe the data 

54. This means that the master 12 waits for the next 
cycle of SD STROBE. In a preferred embodiment, the 
high to low transitions of SD STROBE actually cause 
the data strobing referred to in step 54. 
At the time that the data is strobed, the slave 14 may 

not yet be ready to transfer data. This is indicated on a 
signal line reserved for this purpose, and sensed by the 
master 56 at the time SD STROBE transitions high-to 
low. If the slave 14 is not ready, it means that the at 
tempted data transfer must be made again. Therefore, if 
the master 12 is writing to the slave 14, the same data is 
asserted on the data lines 58, and control returns to step 
S4. 
Once the slave 14 successfully transfers the data, 

indicated by the yes branch from step 56, the master 12 
tests to see whether the SDR signal driven by the slave 
14 is still valid 60. SDR is not valid when 
SDR(0.1) = 11, as shown in Table II. If it is not valid, 
the slave 14 is terminating the data transfer, and the 
master 12 transfers control to step 62, which causes the 
high speed clock (SD STROBE) to stop. The slave 14 is 
required to indicate its termination of the data transfer 
before the last data item is transferred. Thus, after the 
slave 14 terminates the transfer, one last data item is 
transferred when the normal data cycle completes in 
step 48. 

If the SDR signal remains valid in step 60, control 
transfers to step 64. If the master 12 is reading data from 
the slave 14, if fetches the data from the bus 64 and 
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latches it into its internal buffers. The master next incre 
ments its internal address 66. After incrementing its 
address, if the master is writing data to the slave, it 
asserts the next data item 68. 

Next, the master checks to see if this is the penulti 
mate (next to last) cycle 70. If it is not, there are at least 
two more data items to be transferred, and control re 
turns to step 54. 

If this is the next to last cycle, the master asserts the 
last cycle indicator 72. In the preferred embodiment, 
indication of the last cycle is done by raising the 
READ/WRITE signal which is originally asserted in 
step 32. The data is then strobed 74, and a check is made 
to see if the slave is ready 76. If not, the same data is 
asserted if the master is writing to the slave 78, and 
control returns to step 74. As shown in FIG. 5, this 
determination of slave readiness is made by waiting for 
the SDR signals to go high. 
When the slave is ready in step 76, the high speed 

clock (SD STROBE) is stopped 62, data is fetched if the 
master is reading from the slave 46, and the data cycle 
is completed 48. The last item of data to be transferred 
is always transferred on the normal cycle completion, 
regardless of whether the streaming data transfer was 
terminated by the master 12 or the slave 14. 

In step 42, if the slave 14 was not ready, control 
passed to step 80. The master 12 waits for a specified 
minimum delay 80, then determines the slave's 14 data 
width 82. During this delay the slave 14 must assert a 
valid data width signal, even if it is not otherwise ready. 
This delay allows a bus converter, used to attach a 
second bus to the bus 10 as known in the art, function 
properly. The use of this delay was previously included 
in the microchannel bus design. 
At the same time as the slave's 14 data width is deter 

mined 82, the SDR signal is again tested for validity 84. 
SDR must also be asserted during the delay 80, even if 
the slave 14 is not otherwise ready. If SDR is now valid, 
the master 12 waits until the slave 14 is ready 86, and 
control returns to step 50 for a high speed block trans 
fer. 

If the slave 14 does not support such transfers, step 84 
will result in an invalid SDR signal, and the master 12 
resets the READ/WRITE signal 87. When the slave 14 
is ready 88 to complete the normal bus transfer, control 
returns to step 47. 

FIG. 4 illustrates the sequence of steps performed by 
the slave device 14 during a data transfer. Prior to a new 
data cycle, the master places the appropriate address on 
the address lines, and these are decoded by the slave 90. 
The slave 14 then asserts its device size 92 on DSO16.32). 
The asserted value is the appropriate value from Table 

. 
If the slave 14 is not ready to transfer data at the time 

the address is latched 94, it signals not ready 96 on a line 
(CHRDY in FIG. 5) reserved for this purpose. 
The next action taken by the slave 14 depends on 

whether or not it is capable of supporting streaming 
data transfers 98. If the slave is so capable, it asserts the 
streaming data rate which it can handle 99. This rate is 
that shown in Table 2. The slave then waits until it is 
ready 100, and signals such fact 101. The data cycle 
starts 102 when the master 12 drives the bus clock. (step 
40 in FC. 3) A test is made 104 to see if, during the 
upcoming data cycle, the master 12 is preparing to 
transfer its last data item. If not, the slave 14 determines 
whether or not it is ready to receive the next data item 
106, and if not signals not ready 108 to the master 12. If 
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8 
the slave 14 is ready, it asserts data onto the bus if this 
a read cycle 110. 

Next, the data is strobed 112, and, if this a write from 
the master 12 to the slave 14, the slave 14 fetches the 
data from the bus 114 and loads it into its internal buff 
ers. The slave 14 then increments its internal address 
116, and determines whether this is the slave's penulti 
mate cycle 118. This is a determination made of the 
status of the slave device 14; in some transfers, the slave 
device 14 will determine the size of the streaming data 
transfer. This situation can occur, for example, in a 
system in which the slave is a buffered I/O device with 
a limited buffer size. During a read (slave to master) 
cycle, the slave will know how much data it has to 
transmit, and can terminate the transfer when it is done. 
In a write (master to slave), the slave may need to termi 
nate a transfer in order to prevent buffer overflow. 

In any event, if the slave 14 is not prepared to termi 
nate the transfer after the next data item, control returns 
to step 104. If the slave is preparing to terminate the 
transfer, it checks to see whether it is ready 120, and 
signals not ready if it is not 122. When the slave is ready, 
if the data transfer is a read, it asserts its last data item 
124. 
The slave 14 resets its SDR rate 126 to 11, which is 

interpreted by the master 12 as a slave termination of 
transfer as described in connection with FIG. 3 (step 
60). The data cycle then completes 128, and if this was 
a transfer to the slave 14, it fetches the data from the bus 
130 and latches it into its buffers. 

If the master 12 terminates the transfer, the yes 
branch will be taken from step 104, transferring control 
to step 132. As described in connection with FIG. 3, the 
master termination event is indicated by raising the 
READ/WRITE signal to a high value. If the slave 14 is 
not ready 132 it simply waits. When it is ready, the slave 
resets the SDR rate 134 to 11. If this is read transfer, the 
slave places its data on the bus 136, and waits for the 
data cycle to complete 128. As in the usual case, if this 
is a write transfer, data is fetched from the bus 130 after 
the cycle completes. 

If the slave 14 is not ready in step 132, it is not neces 
sary to signal this fact as is done in steps 94 and 122. 
When the master 12 terminates, the slave 14 signals that 
it is ready by resetting the SDR rate (step 134). This 
hand shaking protocol prevents the master 12 from 
completing the cycle until the slave 12 is ready to trans 
fer the last data item. 

If the slave 12 does not support streaming data trans 
fers, control branches to step 138 from step 98. The 
slave 14 waits until it is ready 138, then signals such fact 
139. The data cycle starts 140, and the slave 12 asserts 
data 136 if this is a read cycle. The data cycle then 
completes 128 as described above. 

FIG. 5 is a timing diagran illustrating most of the 
operations described in connection with FIGS. 3 and 4 
with a sample transfer. The transfer described is a four 
word streaming data transfer. Several options, such as 
read and write transfers, and master and slave termi 
nated transfers, are illustrated. 
The address signals of the bus 10 are shown by 

ADDR. For the timing diagram of FIG. 5, ADDR 
includes the memory/I/O select line (MA-IO). The 
signals S0 and S1 are control lines driven by the master 
14 to indicate whether this is a read or write transfer. If 
S0 is low, the transfer is a read. If S1 is low, it is a write 
transfer. S0 and S1 may not both be low at the same 
tline. 
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The signal ADL is the signal used to latch the ad 
dress, and the CMD is the normal bus clock. SD 
STROBE is the streaming data, high speed clock. The 
signals ADDR, S0, S1, ADL, CMD, and SD STROBE 
are all driven by the bus master 12. 
The signal DATA contains 8, 16, or 32 bits of data, 

whichever is supported by both the master 12 and slave 
14. The DATA lines are driven by the master 12 during 
a write transfer, and by the slave 14 during a read trans 
fer. 
The signal CHRDY is used by the slave 14 to indicate 

whether or not it is ready to transfer data as described 
in connection with FIG. 4. The 2 bit signal SDR(0.1) 
indicates whether or not the slave 14 supports streaming 
data transfers, and the speed if they are supported, as 
defined in Table II. The 2 bit signal DS(16.32) indicates 
the slave word width as defined in Table I. The signals 
CHRDY, SDR(0.1), and DS(16.32) are all driven by the 
slave 12. 

Initially, the address lines are not guaranteed to con 
tain valid values 200. To initiate a transfer, the master 12 
drives valid address signals 202 onto the lines ADDR. 
Next, the appropriate read or write signals S0, S1 are 
driven low 204. The slave 14 drives its data width onto 
DS(16.32) when it recognizes that it has been addressed 
205. After the ADDR signals have been valid for at 
least a defined minimum time, ADL transitions low 206 
to latch the address into the slave's buffers. When the 
slave 2 detects the transition of ADL, it drives the 
SDR signals 208 to the appropriate value showing the 
transfer rate it supports. The SDR signals are typically 
driven to a high value 210 from a tri-state condition 
when the slave device 14 detects that it is being ad 
dressed. The tri-state to high transition is not controlled 
by the transition of ADL, as was the case with the CS 
signals. The SDR signals must be asserted prior to the 
first rising transition 209 of SD STROBE, at which time 
the master 12 samples SDR (step 46 in FIG. 3a). 

If this is a write transfer, the master 12 next places 
information in DATA 212, which was previously tri 
stated. The master 12 then begins the data cycle by 
transitioning CMD low 214. Preferably, SD STROBE 
is transitioned low 216 at the same time, and ADL is 
transitioned high 217. Steps 40, 44, 46, 50, and 52 shown 
in FIG. 3 are thus occurring simultaneously, in that the 
master 12 is starting the SD STROBE, and determining 
the data width and transfer rate of the slave simulta 
neously, at the time CMD transitions low 214. 
After CMD transitions low 214, the ADDR signals 

are allowed to become undefined 218 after a defined 
minimum delay, and are no longer relevant to the trans 
fer. As known in the art, an address for the next bus 
cycle can be asserted during this invalid period 218. The 
slave 14 can also allow DS(16.32) to become undefined 
219. If this is a read (slave to master) transfer, the slave 
drives the first data item (D0) onto the data lines 220 in 
response to the high-to-low transition 214 of CMD. 
The SD STROBE signal is now free running. The 

"strobe data" steps of FIGS. 3 and 4 occur on the high 
to-low transitions 222, 224, 226, and 228 of SD 
STROBE, After each such transition, the device which 
is driving data onto the bus places the next data item on 
DATA. For so long as the slave can keep up with the 
transfer, a new item will be placed in DATA for each 
cycle of SD STROBE. 

In the example of FIG. 5, the slave determines during 
the second high-to-low transition 222 of SD STROBE 
that it will be unable to transfer data item D1 at the next 
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10 
cycle. This is the determination made in step 106 of 
FIG. 4. Since the slave 12 is not ready to transfer the 
next data item, it drives the signal CHRDY low 230. 
When the signal SD STROBE next makes a high-to 
low transition 224, the master 12 detects that the slave 
14 has indicated that it is not ready. This detection is 
made in step 56 of FIG. 3. 
The signal SD STROBE continues running, even 

though no data is being transferred. If this is a write 
cycle, the master 12 continues placing the same data 
onto the bus. If it is a read cycle, the master ignores 
whatever data happens to be on the bus, as it is assumed 
to be invalid. FIG. 5 shows CHRDY being held low by 
the slave 14 for only a single clock cycle, but it may be 
held low longer if necessary. When the slave 14 is ready 
to transfer the next data item, control in FIG. 4 passes to 
step 110, and CHRDY is allowed to go high 232. At the 
next high-to-low transition 226 of SD STROBE, the 
master 12 detects that the data has properly transferred, 
and continues its normal function. 
A master terminated transfer is indicated when the 

master 12 drives the appropriate signal, S0 or S1, high 
234. This is preferably done simultaneously with a high 
to-low transition of SD STROBE 228. This transition 
234 is detected in step 104 of FIG, 4, and the slave 14, 
when ready, drives the signals SDR(0.1) high 236. This 
is shown in step Y of FIG. 4. Once the slave 12 has 
indicated ready 236, the master 14 drives CMD high 
238 to complete the data cycle. This is shown in step 48 
of FIG.3 and step 128 of FIG. 4. The last data item, D3 
in FIG. 5, is transferred on the positive-going transition 
238 of CMD. 

After the slave 14 detects the low-to-high transition 
238 of CMD, it tri-states SDR(0.1) 240, and DATA if 
this was a read transfer 242, in order to prevent bus 
collisions with other devices. 

If the slave 14 terminates the transfer, it indicates 
such fact by a low-to-high transition 244 of SDR(0.1). 
The master 12 senses this transition asynchronously, so 
that the timing of the transition 244 need not be syn 
chronized with SD STROBE. The master 12 senses this 
transition in step 60 of FIG. 3. In response to the end of 
transfer indication 244 from the slave 14, the master 12 
drives S0 or S1 high 246, and also drives CMD high 
238. As before, the final data item D3 is transferred on 
the low-to-high transition 238 of CMD. Also, DATA 
and SDR(0.1) are tri-stated after CMD goes high. 
The remaining devices on the bus are completely 

unaffected by the transfer of FIG. 5 because CMD has 
remained low throughout the entire transfer. When 
ADL transitioned low 206, the remaining devices, 
which were not addressed, became idle. They are awak 
ened from their idle state only when CMD transitions 
from low to high 238. To the remaining devices, the 
streaming data transfer appears simply as a stretched 
out normal transfer. 
The events which occur during a normal transfer are 

those which occur to the left of the first dashed line 250, 
and to the right of the second dashed line 252. In a 
normal transfer, CMD goes low 214, D0 is placed on 
the data bus by the master 12 or by the slave 14, and that 
same D0 is transferred when CMD transitions low-to 
high 238. As described above, the remaining devices on 
the bus are unaffected by any events occurring between 
the dashed lines. 
The details of the bus interfaces needed to implement 

the master and slave as described above are well within 
the skill of a person skilled in the art. The interfaces can 
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utilize random logic, or programmable logic arrays or 
other programmable devices to reduce parts count. 
As will be appreciated by those skilled in the art, the 

streaming data transfer described above allows a very 
high transfer rate for block data. It allows both high 
performance and low performance devices to operate 
normally on the sane bus. Those devices for which a 
high speed block transfer is suitable, such as mass stor 
age controllers and video controllers, can take advan 
tage of streaming data transfer, while other devices can 
be built for less cost. 
While the invention has been particularly shown and 

described with reference to a preferred embodiment, it 
will be understood by those skilled in the art that vari 
ous changes in form and detail may be made therein 
without departing from the spirit and scope of the in 
vention. 

I claim: 
1. A method for transferring data on a computer 

system bus between a master subsystem and a slave 
subsystem, comprising the steps of 

beginning a clock cycle on a first clock signal line; 
determining whether the slave subsystem can support 

a high speed data transfer, wherein said determin 
ing step comprises the steps of 
the slave subsystem indicating on a selected control 

line whether it can support high speed data trans 
fer, and 

the master subsystem detecting the selected control 
line and determining whether the slave subsys 
tem can support high speed data transfer based 
on the indication thereon; 

if the slave subsystem desired to terminate the trans 
fer of data under control of the second clock signal 
line, changing the indication on the selected con 
trol line and in response to the changed indication, 
the master subsystem terminating data transfer 
under control of the second clock signal line; 

if the master subsystem desires to terminate the trans 
fer of data under control of the second clock signal 
line, ceasing generating the high speed clock signal; 
and 
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completing the clock cycle on the first clock signal 

line. 
2. The method of claim 1 wherein, if the slave subsys 

tem can support a high speed data transfer, transferring 
at least one item under control of the second clock 
signal line, and transferring a last data item during said 
clock cycle completing step. 

3. A method for transferring data on a computer 
system bus between a master subsystem and a slave 
subsystem, comprising the steps of 

beginning a clock cycle on a first clock signal line; 
determining whether the slave subsystem can support 

a high speed data transfer; 
if the slave subsystem can support a high speed data 

transfer, generating at least one high speed clock 
cycle on a second clock signal line and transferring 
data between the slave and master subsystems 
under control of the second clock signal line; 

if the master subsystem desires to terminate the trans 
fer of data under control of the second clock signal 
line, ceasing generating the high speed clock signal; 
and 

completing the clock cycle on the first clock signal 
line. 

4. The method of claim 3, wherein said determining 
step comprises the steps of: 

the slave subsystem indicating on a selected control 
line whether it can support high speed data trans 
fer; and 

the naster subsystem detecting the selected control 
line and determining whether the slave subsystem 
can support high speed data transfer based on the 
indication thereon. 

5. The method of claim 4, further comprising the 
steps of: 

if the slave subsystem desires to terminate the transfer 
of data under control of the second clock signal 
line, changing the indication on the selected con 
trol line; and 

in response to the changed indication, the master 
subsystem terminating data transfer under control 
of the second clock signal line. 
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