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57 ABSTRACT 
A computer system is provided wherein dynamic ran 
dom access memory within the system is refreshed by 
executing one of two refresh cycles. The computer 
system includes system dynamic random access mem 
ory and optional expansion dynamic random access 
memory which may be installed on an input/output bus. 
Circuitry is provided for detecting if at least one input 
/output device having dynamic random access memory 
incorporated therein is installed on the input/output 
bus. A refresh control unit incorporates control logic 
for alternatively executing (i) a first refresh cycle if no 
input/output device is connected to the input/output 
bus or (ii) a second refresh cycle if at least one of the 
input/output devices is connected to the input/output 
bus. The first refresh cycle is a faster than the second 
refresh cycle. 

17 Claims, 3 Drawing Sheets 
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1. 

METHOD AND SYSTEM FOR DETERMINING 
MEMORY REFRESHRATE 

TECHNICAL FIELD 

The present invention relates generally to computer 
hardware and particularly to a method and logic for 
implementing dynamic random access memory refresh 
cycles in the system. 

BACKGROUND OF THE INVENTION 
Generally in computer systems, and especially in 

personal computer systems, data is transferred between 
system devices such as a central processing unit (CPU), 
memory devices, memory controllers and various in 
put/output (I/O) devices. The memory devices may 
include system memory, memory located on the various 
I/O devices, or expansion memory which may be added 
to the system in the form of plug-in adapter cards. Typi 
cally, the system or expansion memory includes dy 
namic random access memory (DRAM) devices. 
The use of DRAM devices as memory devices in 

computer systems is widespread, due in part to the 
reasonable cost of DRAM devices as compared to other 
memory devices. DRAM devices also offer the benefit 
of not requiring back-up power to store information 
therein. Rather, information is stored in the form of 
electrical charge which represents data. The memory 
structure of the DRAM comprises matrices of capaci 
tors for storing the electrical charge. Information is 
represented by the presence or absence of electrical 
charge in these storage capacitors. 
Although DRAM devices do not require battery 

back-up power to retain their contents, the charge stor 
ing capacitors located therein need to be periodically 
refreshed in order to retain the stored information. The 
charge stored in the DRAM storage cells is rather mini 
mal, and is prone to leak from the storage capacitors 
over time, resulting in data which may eventually be 
corrupted. Unless the DRAM devices are refreshed, 
stored data may be permanently lost. 

In a typical refresh cycle, the data represented by the 
charged capacitors in the DRAM is periodically read 
out, amplified, and written back to the DRAM to pre 
vent data corruption. Refresh cycles occur at a specific 
frequency and operate for a particular duration. Typi 
cally, the DRAM device manufacturer will specify a 
time period during which a refresh cycle must occur to 
insure against data corruption. The duration of the re 
fresh cycle operating at this specified frequency de 
pends on the type of DRAM devices incorporated into 
the system. Typically, DRAM incorporated into system 
memory on the system planar is capable of being re 
freshed faster than DRAM which resides on the various 
I/O devices or expansion memory which optionally 
may be added to the system. 
The storage capacity of DRAM devices which can 

be supported within system memory has increased over 
the years, as has the speed of these DRAM devices. For 
example, the system memory available on an IBM AT 
bus architecture is 16 megabytes and is capable of being 
refreshed during access periods on the order of 70 nano 
seconds. Accordingly, the need for optional expansion 
memory to supplement the system memory has de 
creased. Present methods of refreshing DRAM devices, 
however, do not distinguish between systems with and 
without expansion DRAM, relying instead on refresh 
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2 
cycles which are slow enough to accommodate both 
types of DRAM in the systems. 

Accordingly, it is an object of the present invention 
to provide a method and logic for refreshing DRAM 
devices in a computer system which takes advantage of 
advances in system memory architecture by providing 
two speeds at which refresh cycles may operate in the 
system, depending upon whether or not optional 
DRAM memory is installed in the system. 

SUMMARY OF THE INVENTION 

The present invention provides a method and logic 
for implementing dynamic random access memory re 
fresh cycles in a computer the system. The system com 
prises a main system board or planar and one or more 
optional expansion DRAM cards, which are installed 
into an input/output (I/O) bus. The I/O bus connects 
the optional memory cards with a bus control unit lo 
cated on the planar. The system planar includes a cen 
tral processing unit (CPU), system DRAM, a system 
DRAM controller and a refresh control unit. The CPU, 
the DRAM controller and the refresh control unit are 
connected together by a local bus, and the system 
DRAM and the system DRAM controller are con 
nected by a memory bus. The bus control unit manages 
control of data transfer over and between the local bus 
and the I/O bus. The memory, local and I/O bases are 
collectively referred to as the system bus. 

Both the system DRAM on the planar and optional 
DRAM memory cards are refreshed at the same time. 
Because system DRAM typically may be refreshed at 
faster speeds than expansion DRAM, the present inven 
tion provides the means to determine whether or not 
expansion DRAM devices are present within the sys 
tem. Based on this determination, the refresh control 
unit executes one of two refresh cycles. The faster of 
the two refresh cycles may be implemented only if it is 
determined that no expansion DRAM is present on the 
I/O bus. 
The refresh control unit includes a timer which times 

out every 15 microseconds (usec). Upon timing out, the 
refresh control unit requests from the CPU access to the 
local bus. Upon gaining control of the local bus, the 
refresh control unit is able to execute one of the two 
refresh cycles, each of which refreshes a row of cells in 
a cell matrix which makes up the particular DRAM 
device being refreshed. 

During the slower of the two refresh cycles, the CPU 
must relinquish control of the system bus to the refresh 
control unit for around six CPU clock cycles (125 nano 
seconds each), or about 750 nanoseconds. During the 
fast refresh cycle, however, the CPU need only relin 
quish control of the system bus to the refresh control 
unit for around four of these clock cycles, or about 500 
nanoseconds. As compared to the slow refresh cycle, 
this represents a 250 nanosecond time period occurring 
each 15 sec during which the CPU is provided addi 
tional access time to the system bus. Because refresh 
cycles are executed every 15 usec, this 250 nanosecond 
time savings during each refresh cycle results in around 
a 2% performance improvement. 
BRIEF DESCRIPTION OF THE DRAWINGS 
FIG. 1 is a schematic diagram of a computer system 

implementing the DRAM refresh logic of the present 
invention; 
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FIG. 2 is a timing diagram showing the slower re 
fresh cycle occurring when DRAM devices are present 
on both the system planar and the input/output bus; and 
FIG. 3 is a timing diagram showing the faster refresh 

cycle occurring when DRAM devices are present only 
on the system planar. 

DETALED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

Referring now to the drawings, FIG. 1 shows a com 
puter system 10 which utilizes the improved DRAM 
refresh logic of the present invention. The system 10 
comprises a main system board or planar 12 and one or 
more optional DRAM cards 14a-14n. The optional 
DRAM cards are plugged into an input/output (I/O) 
bus 16 which connects the memory cards with a bus 
control unit 18 located on the planar 12. Although 
DRAM cards are shown in FIG. 1, the present inven 
tion may be implemented in a system where DRAM is 
provided on a variety of I/O devices installed in the 
I/O bus 16. 
The system planar 12 includes a central processing 

unit (CPU) 20, system DRAM 22, a system DRAM 
controller 24 and a refresh control unit 26. The CPU20, 
the DRAM controller 24 and the refresh control unit 26 
communicate with each other over a local bus 28. The 
system DRAM 22 and the system DRAM controller 24 
are connected by a memory bus 30. The bus control unit 
manages control of data transfer over and between the 
local bus 28 and the I/O bus 16. Each of the buses in the 
system 10 comprises address, control and data lines. 
Collectively, the local, memory and I/O buses are re 
ferred to as the system bus. The bus architecture shown 
in FIG. 1 is the IBM AT bus architecture, although 
implementation of the present invention is contem 
plated with other types of computer bus architectures. 

All DRAM in the system, both system DRAM 22 on 
the planar and optional DRAM memory cards 14a-14n, 
is refreshed at the same time. In the IBM AT bus envi 
ronment, the optional memory cards 14a-14n are typi 
cally refreshed at slower refresh cycle times than is the 
system DRAM 22 on the planar 12. For example, pres 
ent designs for the system DRAM22 require only about 
70 nanoseconds to be refreshed, while optional memory 
cards 14a-14n of previous design require at least 250 
nanoseconds. The DRAM refresh cycles, however, 
must be sufficiently long to refresh all of the DRAM 
devices in the system, including the slowest devices on 
the optional DRAM memory cards 14a-14n. Accord 
ingly, the factor limiting the speed at which refresh 
cycles may be executed is the slowest refresh cycle time 
for a particular optional DRAM memory cards 
14a-14n. 
The refresh control unit 26 forms the basis of the 

present invention and provides circuit means to (i) de 
termine whether the system is configured with system 
DRAM 22 alone or is provided with one or more op 
tional DRAM cards 14a-14n and (ii) executes one of 
two DRAM refresh cycles depending upon this deter 
mination. The faster of the two refresh cycles may be 
implemented if only system DRAM is present on the 
planar 12. 
The refresh control unit in the preferred embodiment 

is implemented in hardware form on a custom inte 
grated circuit VL82C306 chip, manufactured by VLSI 
Technology, Inc. of San Jose, Calif. The VL82C306 
chip provides all of the control circuitry necessary to 
generate either of the two refresh cycles for the DRAM 
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4. 
located within the system 10. The refresh control unit 
includes a timer which times out every 15 microseconds 
(usec). The timer in the preferred embodiment is a type 
8254 timer. Upon timing out, the refresh control unit 26 
requests from the CPU 20 access to the system bus. 
Upon gaining control of the system bus, the refresh 
control unit 26 is able to execute refresh cycles, each of 
which refreshes a row of cells in a cell matrix which 
makes up the particular DRAM device being refreshed. 
The VL82C306 chip is also provided with a counter 

which is incremented after each particular refresh cycle 
so that the next contiguous row of cells in the DRAM 
device may be refreshed during each subsequent refresh 
cycle. The entire DRAM device is refreshed approxi 
mately every 4 milliseconds. Typically, DRAM manu 
facturers design DRAM devices so that the entire 
DRAM device may be refreshed every 4 milliseconds 
as long as the individual rows are refreshed during each 
15 microsecond time interval. 

In the preferred embodiment, port 105h bits of the 
VL82C306 chip is used to enable or disable fast refresh 
cycles. Of course, the particular port utilized on the 
refresh control unit is not critical to the present inven 
tion and is provided by way of example only. During 
system power-up, the CPU 18 performs initialization 
and diagnostic functions. The system DRAM controller 
24 examines the status of the I/O bus 16 to determine if 
any optional DRAM cards 14a-14n reside on the I/O 
bus. If such optional DRAM exists, port 105h bitSof 
the refresh control unit 26 is set to 0. If no such optional 
DRAM exists, and only system DRAM 22 is present, 
port 105h bitS) of the refresh control unit 26 is set to 1. 
Based on the status of port 105h bitS), the refresh con 
trol unit 26 executes one of two DRAM refresh cycles. 

FIGS. 2 and 3 illustrate the two DRAM refresh tim 
ing diagrams which are alternatively executed by the 
refresh control unit 26. FIG. 2 shows the refresh cycle 
which is executed by the refresh control unit 26 when 
optional DRAM cards 14a-14n are installed on the I/O 
bus 16, and FIG. 3 shows the refresh cycle which is 
executed by the refresh control unit 26 when no op 
tional DRAM cards 14a-14n are installed on the I/O 
bus 16. Each of these timing diagrams presumes that the 
system 10 has been powered-up, that the system DRAM 
controller 24 has properly set the status of port 105h 
bitS) of the refresh control unit 26, and that the timer 
on the refresh control unit 26 has timed out during one 
of its 15 sec intervals, thereby indicating that a refresh 
cycle needs to be executed. 
The CPU20 and the refresh control unit 26 operate 

on separate eight megahertz clocks. The SYSCLK sig 
nal 40 in FIGS. 2 and 3 represents the CPU clock, each 
cycle of which occupies a 125 nanosecond time interval. 
As will be further explained below, during the slower of 
the two refresh cycles (FIG. 2), the CPU20 must relin 
quish control of the system bus to the refresh control 
unit 26 for around six of these clock cycles, or about 750 
nanoseconds. During the fast refresh cycle shown in 
FIG. 3, however, the CPU 20 need only relinquish 
control of the system bus to the refresh control unit 26 
for around four of these clock cycles, or about 500 
nanoseconds. Because refresh cycles are executed every 
15 usec, this 250 nanosecond time savings each refresh 
cycle results in around a 2% performance improve 
ment. 

As shown specifically in FIG. 2, CPUHRQ signal 42 
is issued by the refresh control unit 26 when the 15usec 
timer thereintimes out. The CPUHRQ signal represents 



5,379,400 
5 

a hold request by the refresh control unit to the CPU20 
at time t1, indicating that the refresh control unit 26 
needs to access and obtain control of the system bus to 
perform a refresh cycle of system DRAM 22 and the 
expansion DRAM 14a-14n. The CPU20 responds to 
the CPUHRQ signal by acknowledging the request 
with a CPUHLDA acknowledge signal 44 at time t2 
(see also FIG. 1). The CPUHRQ signal 42 and the 
CPUHLDA acknowledge signal 44 do not directly pass 
between the CPU 20 and the refresh control unit 26 if 
more than one CPU is used in the system 10. In such a 
case, an arbitration unit (not shown) is located between 
the CPU and the refresh control unit and the CPUHRQ 
signal 42 and the CPUHLDA acknowledge signal 44 
pass therethrough. 

Because the CPU 20 and the refresh control unit 26 
operate on asynchronous eight megahertz clocks, the 
CPUHLDA signal 44 is latched on the next falling edge 
of the CPU SYSCLK signal 40 to synchronize refresh 
control unit 26 operation with the CPU 20. Once the 
CPUHLDA acknowledge signal 44 is driven active by 
the CPU 20, the CPU loses control of the system bus 
and the refresh control unit 26 has assumes control. The 
refresh control unit 26 immediately drives a -RE 
FRESH enable signal 46 low (active) at time t2 and 
latched at time t3 on the next rising edge of the 
SYSCLK signal 40 after the CPUHLDA signal is 
driven active by the CPU20. 
As explained above, the refresh control unit 26 is 

provided with a counter which is incremented after 
each refresh cycle so that during a subsequent refresh 
cycle, the next contiguous row of cells in the system 
DRAM and the expansion DRAM may be refreshed. 
The counter initially starts with the first row of DRAM 
cells in the devices. Based on the counter status, AD 
DRESS LINES 48 corresponding to this row are 
driven valid on the next rising edge of the SYSCLK 
signal 40 at time t3. Both the CPU20 and the refresh 
control unit 26 share access to the ADDRESS LINES 
48. When the ADDRESS LINES 48 are valid, cells 
corresponding to these address locations may be re 
freshed. 
Upon the next rising edge of the SYSCLK signal 40 

at time t, the refresh control unit 26 drives a memory 
read --MEMR signal 50 active (low). The refresh con 
trol unit drives the -MEMR signal active whenever 
the -REFRESH signal 46 is active and ADDRESS 
LINES 48 are valid. In this manner the refresh control 
unit distinguishes between a refresh cycle and an ordi 
nary memory read cycle. The -MEMR signal remains 
active for two full SYSCLK cycles (250 nanoseconds) 
until time ts, while the DRAM within the system is 
refreshed. This 250 nanosecond time period is required 
because slower DRAM on the optional expansion cards 
14a-14n is present in the system, even though the sys 
tem. DRAM requires only about 70 nanoseconds to be 
refreshed. 
At the end of the refresh cycle at time t5, the refresh 

control unit 26 drives the -MEMR signal 50 inactive 
(high). Upon occurrence of the next rising edge of the 
SYSCLK signal 40, at time ts, the ADDRESS LINES 
48 are no longer valid, the -REFRESH signal 46 is 
driven inactive (high) by the refresh control unit 26, and 
the refresh control unit drops its system bus request 
CPUHRQ signal 42. At this time, the counter in the 
refresh control unit 26 is incremented to the memory 
address locations corresponding to the next row of 
DRAM cells to be refreshed. The counter eventually 
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6 
wraps around to the first row after all of the rows in the 
DRAM have been refreshed. At time t7 the CPUHLDA 
acknowledge signal 44 is driven inactive by the CPU20. 

Accordingly, during the slow refresh cycle illus 
trated by the timing diagram of FIG. 2, the CPUHRQ 
signal 42 is active for six full SYSCLK cycles, or 750 
nanoseconds, from time t1 to time tis. During these 750 
nanoSeconds, the refresh control unit 26 retains control 
of the system bus and thus the CPU 20 is prevented 
from performing operations on the bus. This 750 nano 
second interval is provided for the refresh control unit 
26 every 15 sec to perform DRAM refresh operations. 

If port 105h bitS is set to 1 on power-up, however, 
the status of this port on the refresh control unit 26 
indicates that no optional DRAM cards 14a-14n are 
installed in the I/O bus 16, and that only system DRAM 
22 is present. In this case, faster DRAM refresh cycles 
may be executed by the refresh control unit 26. A tim 
ing diagram for a faster refresh cycle is illustrated in 
FIG. 3. 
The timing diagram for a fast refresh cycle is identical 

to that for a slow refresh cycle (FIG. 2) for times t1 
throught. At time tA, on a rising edge of the SYSCLK 
signal 40, the refresh control unit 26 drives the memory 
read -MEMR signal 50 active (low). However, the 
-MEMR signal 50 remains active for only one full 
SYSCLK cycle during a fast refresh cycle, from time t 
to time t5 (125 nanoseconds), while the DRAM within 
the system is refreshed. This 125 nanosecond time per 
iod is more than sufficient to refresh the system DRAM 
22 which requires only about 70 nanoseconds to be 
refreshed. At the end of the refresh cycle, at time ts on 
the next rising edge of the SYSCLK signal 40, the re 
fresh control unit 26 drives the -MEMR signal 50 
inactive (high). 

During a fast refresh cycle, the ADDRESS LINES 
48 are not driven valid by the refresh controller past the 
duration of the entire -MEMR signal active period. 
Because the ADDRESS LINES 48 are latched by the 
system DRAM controller 24, there is no need to drive 
the ADDRESS LINES valid past time ts. Accordingly, 
at time ts, the -MEMR signal 50 is driven inactive and 
the ADDRESS LINES 48 are also driven invalid. Also 
at time t5, the refresh control unit 26 drops its system 
bus request CPUHRQ signal 42. Again, as with the slow 
refresh cycle, the counter in the refresh control unit 26 
is incremented to the memory address locations corre 
sponding to the next row of DRAM cells to be re 
freshed during the next refresh cycle. 
At the end of the refresh cycle, the -REFRESH 

signal 46 is driven inactive (high) on the next filling 
edge of the SYSCLK signal 40, at timets. At timet, the 
CPUHLDA acknowledge signal 44 is driven inactive 
by the CPU 20. Thus, during the fast refresh cycle 
illustrated by the timing diagram of FIG. 3, the 
CPUHRQ signal 42 is active for only four full SYSCLK 
cycles from time t1 to time ts, or 500 nanoseconds, dur 
ing which time the refresh control unit 26 retains con 
trol of the system bus, thereby preventing the CPU 20 
from performing operations on the bus. As compared to 
the slow refresh cycle, this represents a 250 nanosecond 
time period occurring each 15 usec, during which time 
the CPU 20 is provided with additional access to the 
system bus. 

Accordingly, the preferred embodiment of a method 
and logic for refreshing dynamic random access mem 
ory in a computer system has been described. With the 
foregoing description in mind, however, it is under 
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stood that this description is made only by way of exam 
ple, that the invention is not limited to the particular 
embodiments described herein, and that various rear 
rangements, modifications, and substitutions may be 
implemented without departing from the true spirit of 5 
the invention as hereinafter claimed. 
We claim: 
1. A computer system, comprising: 
system dynamic random access memory and a dy 
namic random access memory controller con 
nected thereto by a memory bus, said system mem 
ory capable of being refreshed during a first access 
period; 

a central processing unit connected to said dynamic 
random access memory controller by a local pro 
cessor bus; 

a bus control unit for monitoring and controlling 
activity on said local processorbus and on an input 
/output bus, said local processor, I/O and memory 
buses forming a system bus; 

circuitry for detecting if at least one input/output 
device having expansion dynamic random access 
memory incorporated therein is connected to said 
bus control unit by said input/output bus, said ex 
pansion dynamic random access memory requiring 
a second access period in which to be refreshed, 
said second access period being of a longer dura 
tion than said first access period; and 

a refresh control unit incorporating control logic for 
alternatively executing either (i) a first refresh 
cycle if no expansion dynamic random access mem 
ory is detected in the system or (ii) a second refresh 
cycle if expansion dynamic random access memory 
is detected in the system, said first refresh cycle 
being a faster process than said second refresh 
cycle. 

2. The computer system of claim 1, wherein said 
central processing unit relinquishes control of said sys 
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tem bus to said refresh control unit during execution of 40 
one of said first and second refresh cycles. 

3. The computer system of claim 1, wherein said local 
processor bus, said memory bus and said input/output 
bus conform to IBM AT bus architecture. 

4. The computer system of claim 3, wherein said 
central processing unit and said refresh control unit 
operate on separate clocks operating at about eight 
megahertz, and further comprising circuitry for syn 
chronizing operations of said central processing unit 
and said refresh control unit which are based on clock 
cycles provided by said separate clocks. 

5. The computer system of claim3, wherein said first 
and said second refresh cycles are alternatively exe 
cuted depending upon the status of an input port to said 
refresh control unit. 

6. The computer system of claim 5, wherein said first 
or second refresh cycles are executed about every 15 
Sec. 
7. The computer system of claim 1, wherein said 

system dynamic random access memory and said input 
/output device having dynamic random access memory 
incorporated therein are refreshed simultaneously. 

8. The computer system of claim 7, wherein a single 
row of cells in said system dynamic random access 
memory and said input/output device having dynamic 
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8 
random access memory incorporated therein are re 
freshed during each refresh cycle. 

9. The computer system of claim 8, wherein said 
refresh control unit is provided with a counter the 
count of which is incremented after each successive 
refresh cycle, said count corresponding to a given row 
of cells in said system dynamic randon access memory 
and said input/output device having dynamic random 
access memory incorporated therein. 

10. A method of refreshing dynamic random access 
memory in a computer system including a central pro 
cessing unit and further providing (i) system dynamic 
random access memory and (ii) optional expansion dy 
namic random access memory incorporated into at least 
one input/output device connected to the system via an 
input/output bus, said expansion dynamic random ac 
cess memory requiring an access period in which to be 
refreshed which is longer than that required by said 
system dynamic randon access memory, said method 
comprising the steps of: 

providing a single refresh control unit for all dynamic 
random access memory in the system for alterna 
tively executing either a first refresh cycle or a 
second refresh cycle depending on whether expan 
sion dynamic random access memory is present in 
the system; 

detecting if at least one input/output device having 
dynamic random access memory is connected to 
the system via the input/output bus; 

setting a binary status of an input port on said refresh 
control unit depending on whether or not at least 
one input/output device having dynamic random 
access memory has been detected; and 

executing either said first or said second refresh cycle 
depending upon the status of said input port. 

11. The method of claim 10, wherein said first refresh 
cycle is a faster process than said second refresh cycle. 

12. The method of claim 10, wherein said computer 
system conforms to IBM AT bus architecture. 

13. The method of claim 12, wherein said central 
processing unit and said refresh control unit operate on 
separate clocks operating at about eight megahertz, and 
further comprising circuitry for synchronizing opera 
tions of said central processing unit and said refresh 
control unit which are based on clock cycles provided 
by said separate clocks. 

14. The method of claim 12, wherein said first or 
second refresh cycles are executed about every 15usec. 

15. The method of claim 10, wherein said system 
dynamic random access memory and said input/output 
device having dynamic random access memory incor 
porated therein are refreshed simultaneously. 

16. The method of claim 15, wherein a single row of 
cells in said system dynamic random access memory 
and said input/output device having dynamic random 
access memory incorporated therein are refreshed dur 
ing each refresh cycle. 

17. The method of claim 16, wherein said refresh 
control unit is provided with a counter the count of 
which is incremented after each successive refresh cy 
cle, said count corresponding to a given row of cells in 
said system dynamic random access memory and said 
input/output device having dynamic random access 
memory incorporated therein. 
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