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Description 

The  present  invention  relates  to  a  computer 
system  having  DMA  (Direct  Memory  Access)  avail- 
able  to  peripheral  units  associated  therewith. 

Many  present-day  computer  systems  employ 
DMA  channels  to  allow  peripheral  devices  to  trans- 
fer  data,  primarily  to  and  from  the  main  memory, 
without  going  through  the  CPU  (Central  Processing 
Unit).  Bypassing  the  CPU  of  course  has  the  advan- 
tage  of  increased  data  transfer  rates  and  improved 
overall  system  efficiency  because  the  CPU  is  free 
to  perform  other  tasks  during  the  data  transfer. 

The  most  common  practice  to  date  has  been 
to  provide  one  physical  DMA  channel  for  every 
peripheral  unit  that  is  allowed  DMA  access.  An 
example  of  such  a  computer  system  is  the  IBM  PC 
computer. 

However,  the  number  of  peripheral  devices 
which  a  user  may  attach  to  his  or  her  computer 
system  has  been  increasing  and  is  expected  to 
continue  to  do  so.  For  instance,  there  have  become 
available  optical  disk  readers,  additional  commu- 
nications  devices,  hard  files,  auxiliary  memory  de- 
vices,  etc.,  all  of  which  can  make  advantageous 
use  of  DMA  access. 

On  the  other  hand,  adding  further  physical 
DMA  channels  is  costly  of  system  hardware,  in- 
cluding  IC  count,  board  space,  and  bus  space.  It 
has  been  considered  to  share  DMA  channels 
among  peripheral  devices  with  the  restriction  of 
mutually  exclusive  operation.  Sharing  of  DMA 
channels  is  employed  in,  for  instance,  the  IBM  XT 
and  AT  computer  systems.  These  schemes  though 
require  extensive  modifications  to  the  operating 
system  as  additional  subroutines  are  required  to 
prevent  the  peripheral  devices  associated  with 
each  DMA  channel  from  operating  simultaneously. 
A  significant  performance  burden  is  also  created 
when  file  controller  are  not  sufficiently  "intelligent" 
to  allow  overlapped  "seek"  operations.  The  prob- 
lem  is  compounded  in  certain  situations,  for  exam- 
ple  when  a  LAN  (Local  Area  Network)  feature  and  a 
file  controller  share  the  same  DMA  level  and  a 
"LAN  file  Server"  routine  must  trade  back  and  forth 
between  the  two  devices. 

One  approach  to  these  problems  is  disclosed 
in  IBM  Technical  Disclosure  Bulletin  Volume  27, 
No  5  October  1984,  on  pages  3150  to  3152.  In  this 
approach,  the  central  processor  issues  a  sequence 
of  numbers  defining  time  slots  to  which  only  pe- 
ripheral  devices  having  a  corresponding  wired  -  in 
number  can  respond  for  access  to  the  DMA.  This 
arrangement  is  particularly  suitable  for  a  multiple 
processor  configuration,  where  each  processor  is 
itself  confined  to  designate  the  time  slots  on  a 
multiplexed  bus  to  which  it  will  respond. 

A  more  flexible  arrangement  is  disclosed  in 
EP-A-0  288  607  which  describes  a  computer  sys- 
tem  employing  peripherals  which  are  each  pro- 
vided  with  an  arbitration  circuit.  The  arbitration  cir- 

5  cuits  are  interconnects  with  one  another  and  with  a 
central  arbitration  circuit  via  an  arbitration  bus. 
When  one  of  the  peripherals  desires  access  to  a 
DMA  channel,  it  places  on  the  arbitration  bus  its 
channel  priority  assignment.  If  its  channel  priority 

io  assignment  has  the  highest  priority,  that  peripheral 
is  assigned  an  available  DMA  channel.  In  this  man- 
ner,  peripherals  can  be  added  to  the  system  with- 
out  having  to  provide  additional  DMA  channels  and 
DMA  channel  request  lines. 

75  However,  sometimes  it  may  be  desired  to  use 
in  such  a  computer  system  an  existing  peripheral 
that  does  not  have  an  arbitration  circuit.  A  periph- 
eral  not  having  an  arbitration  circuit  cannot  be 
added  directly  to  that  system  since  it  has  no  way 

20  of  requesting  access  to  a  DMA  channel. 
Accordingly,  it  is  an  object  of  the  present  in- 

vention  to  provide  a  computer  system  of  the  type 
in  which  peripherals  request  DMA  access  through 
the  use  of  an  arbitration  bus,  but  which  can  also 

25  accommodate  peripherals  which  do  not  have  their 
own  arbitration  circuit. 

US-A-3,925,766  to  Bardotti  et  al.  discloses  a 
computer  system  wherein  peripheral  devices  are 
assigned  priority  levels,  and  requests  for  access  to 

30  communicate  with  a  memory  are  selected  accord- 
ing  to  the  priority  levels.  The  priority  level  assign- 
ments  can  be  changed  according  to  the  causes  for 
which  the  request  signals  are  generated  or  the 
particular  load  conditions  of  the  central  processor. 

35  No  DMA  paths  are  provided,  however. 
In  US-A-4,400,771  to  Suzuki  et  al.  there  is 

shown  a  multi-processor  system  in  which  each  of 
the  multiple  processors  can  access  a  single  mem- 
ory.  A  programmable  register  circuit  stores  priority 

40  information  designating  a  memory  access  grade 
priority  for  each  of  the  processors.  The  priority 
information  can  be  changed  manually,  by  an  exter- 
nal  circuit,  or  by  at  least  one  of  the  processors. 
The  Suzuki  et  al.  patent  does  not  though  employ 

45  DMA  access  to  a  memory  from  plural  peripheral 
devices. 

The  following  United  States  patents  are  men- 
tioned  for  general  background  teachings  related  to 
computer  systems  employing  DMA  controllers: 

50  4,371,932  to  Dinwiddie,  Jr.,  et  al.,  4,419,728  to 
Larson,  4,538,224  to  Peterson,  4,556,962  to  Brewer 
et  al.,  and  4,584,703  to  Hallberg. 

In  accordance  with  the  present  invention  we 
provide  a  computer  system  comprising  a  central 

55  processor  unit  (CPU),  a  direct  memory  access  con- 
troller  DMA,  a  common  bus  for  coupling  a  plurality 
of  peripheral  devices  to  the  DMA,  a  plurality  of  said 
peripheral  devices  each  including  arbitration  means 
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to  send  arbitration  data  on  an  arbitration  bus  for 
determining  access  to  said  common  bus  by  one  of 
said  peripheral  devices  requesting  access  to  a 
DMA  channel  in  accordance  with  the  arbitration 
data  from  the  device  arbitration  means,  a  central 
arbitration  control  circuit  to  determine  which  chan- 
nel  of  the  DMA  is  to  be  assigned  to  the  winning 
peripheral,  further  peripheral  devices  include  no 
such  arbitration  means  and  which  are  connected  to 
interrupt  the  processor  unit  to  indicate  a  request  for 
the  use  of  the  DMA,  and  a  soft  request  arbitration 
unit  which  receives  the  CPU  arbitration  data  related 
to  one  of  the  further  peripheral  devices  from  when 
interrupted  by  said  one  further  peripheral  device, 
said  soft  request  arbitration  unit  being  operable  to 
place  arbitration  data  on  said  arbitration  bus  on 
behalf  of  said  one  further  peripheral  derive  in  re- 
sponse  to  said  arbitration  data  from  the  CPU. 

An  embodiment  of  the  invention  will  now  be 
described,  by  way  of  example,  with  reference  to 
the  accompanying  drawings,  in  which: 

FIG.  1  is  a  block  diagram  of  a  computer  system 
employing  the  present  invention; 
FIG.  2  is  a  logic  diagram  of  a  soft  request 
arbitration  unit  used  in  the  computer  system  of 
FIG.  1; 
FIG.  3  is  a  logic  diagram  of  a  soft  arbiter  circuit 
employed  in  the  soft  request  arbitration  unit  of 
FIG.  2; 
FIG.  4  is  a  waveform  diagram  showing  some  of 
the  signals  in  the  circuit  of  FIG.  3  and  used  to 
explain  the  operation  of  the  circuit  of  FIG.  3; 
FIG.  5  is  a  flowchart  showing  operations  of  the 
CPU  in  initiating  a  request  for  a  "soft"  arbitra- 
tion; 
FIG.  6  is  a  flowchart  showing  steps  in  a  diagnos- 
tic  routine  in  which  the  present  invention  is  used 
to  advantage;  and 
FIG.  7  is  a  logic  diagram  of  a  soft  request 
arbitration  unit  constructed  in  accordance  with 
an  alternate  embodiment  of  the  invention. 

Referring  first  to  FIG.  1  of  the  drawings,  there 
is  shown  a  block  diagram  of  a  computer  system 
employing  the  invention. 

A  CPU  10  communicates  over  a  system  bus  26 
with  a  main  memory  15  and,  optionally,  a  math  co- 
processor.  Various  other  units  can  be  connected  to 
the  system  bus  26  as  requirements  dictate.  A 
"family"  bus  27,  to  which  various  peripheral  de- 
vices  (sometimes  termed  merely  "peripherals"  or 
"attachments")  are  connected,  is  coupled  to  the 
system  bus  26  via  a  bus  controller.  The  arrange- 
ment  thus  far  described  is  well  known. 

Many  different  types  of  peripherals  can  be 
connected  to  the  family  bus  27,  the  examples 
shown  in  FIG.  1  being  an  auxiliary  memory  17,  a 
communications  device  18,  a  hard  file  20,  an  op- 
tical  disk  21  ,  and  two  floppy  disks  22  and  23.  The 

family  bus  27  is  also  routed  to  a  DMA  controller  12 
and  central  arbitration  circuit  11.  As  shown  in  the 
diagram  in  the  lower  part  of  FIG.  1,  the  family  bus 
includes  a  data  bus  27-1,  an  address  bus  27-2,  a 

5  control  bus  27-3,  and  an  arbitration  bus  27-4. 
In  the  computer  system  some  of  the  periph- 

erals,  represented  generically  by  DMA  slave  25, 
are  provided  with  their  own  arbitration  circuit  2. 
When  a  peripheral  having  an  arbitration  circuit  28 

io  wishes  the  use  of  a  DMA  channel,  the  peripheral 
transmits  its  channel  priority  assignment  onto  the 
arbitration  bus  27-4.  At  the  end  of  a  defined  arbitra- 
tion  period,  the  value  on  the  arbitration  bus  will  be 
the  channel  priority  assignment  value  having  the 

is  highest  priority  among  the  peripherals  concurrently 
requesting  the  use  of  a  DMA  channel.  The  central 
arbitration  control  circuit  11  then  informs  the  DMA 
controller  which  DMA  channel  is  to  be  assigned  to 
the  winning  peripheral. 

20  In  accordance  with  the  present  system,  how- 
ever,  peripherals  not  having  their  own  arbitration 
circuit,  represented  by  DMA  slave  24,  can  also 
request  and  be  granted  the  use  of  a  DMA  channel. 
The  manner  in  which  this  is  done  will  now  be 

25  explained  in  detail. 
To  allow  DMA  access  to  peripherals  not  having 

their  own  arbitration  circuit  28,  a  "soft  request" 
arbitration  unit  29  is  provided.  The  purpose  of  the 
soft  request  arbitration  unit  29  is  to  arbitrate,  under 

30  instructions  received  from  the  CPU,  on  behalf  of 
peripherals  not  having  their  own  arbitration  circuit 
28.  In  this  manner,  existing  peripherals  can  be 
mixed  on  the  same  bus  with  peripherals  having 
their  own  arbitration  circuit  28. 

35  FIG.  2  shows  the  details  of  the  soft  request 
arbitration  circuit  29  and  its  connections  to  the 
DMA  controller  12  and  the  central  arbitration  con- 
trol  circuit  1  1  . 

Inputs  to  a  soft  arbiter  31  and  two  registers  32 
40  and  33  are  supplied  from  the  data  bus  27-1.  The 

soft  arbiter  31  is  also  coupled  to  the  arbitration  bus 
27-4.  Certain  control  signals  from  the  control  bus 
27-3  are  also  applied  to  the  soft  arbiter  31.  Two 
comparators  34  and  35  each  also  have  one  input 

45  port  coupled  to  the  arbitration  bus.  The  second 
input  ports  of  the  comparators  34  and  35  receive 
the  outputs  of  the  registers  32  and  33,  respectively. 
The  outputs  of  the  comparators  are  connected  to 
the  D  inputs  of  respective  flip-flops  38  and  39,  the 

50  clock  inputs  of  which  are  supplied  by  a  signal 
-SOFTPREEMPT  (the  "-"  sign  indicating  a  low 
truth  signal,  i.e.,  a  signal  having  as  its  active  state  a 
logical  "0")  from  the  soft  arbiter  31.  The  Q  outputs 
of  the  flip-flops  38  and  39  are  connected  to  the 

55  DMA  channel  request  inputs  DREQ1  and  DREQ0 
of  a  DMA  controller  IC  50.  The  flip-flops  38  and  39 
are  cleared  by  respective  acknowledge  signals  - 
DACK1  and  -DACK0.  The  DMA  controller  IC  50 
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generates  a  signal  -TC  (Terminal  Count)  which 
indicates  when  the  final  data  transfer  operation  on 
any  channel  has  been  completed.  To  reset  the  soft 
arbiter  31  when  the  requested  number  of  data 
transfer  operations  has  been  completed  for  its  two 
channels,  the  signal  -TC  is  gated  by  the  outputs  of 
the  comparators  34  and  35  using  a  NOR  gate  36 
and  an  OR  gate  37  to  produce  the  signal  -TCC. 
Thus,  -TCC  becomes  active  in  the  presence  of  a 
pulse  of  -TC  when  there  is  an  active  DMA  request 
on  either  of  the  two  channels  with  which  the  soft 
arbiter  30  is  associated. 

It  is  assumed  that  the  DMA  controller  IC  is  an 
Intel  Corporation  type  8237  programmable  DMA 
controller.  In  this  case,  the  CPU  may  be  any  of  the 
Intel  iAPX  86  series  of  microprocessors,  such  as 
the  8088,  8086  or  80286.  For  details  of  the  inter- 
connections  between  the  DMA  controller  IC  and  the 
CPU,  reference  may  be  made  to  the  1985  Intel 
Microsystem  Components  Handbook,  pages  2-57 
to  2-71  . 

The  -DACK0  and  -DACK1  signals  are  applied 
through  inverters  to  inputs  of  two  AND  gates  42 
and  43,  the  other  inputs  of  which  are  supplied  by 
the  signals  -IOR  and  -IOW  (Input-Output  Read  and 
Input-Output  Write)  from  the  DMA  controller  IC  50. 
The  outputs  of  the  AND  gates  and  connected  to 
the  enable  inputs  EN  of  respective  registers  45  and 
46.  A  clocking  signal  STROBE  from  the  CPU  is 
applied  to  the  clock  inputs  of  the  registers  45  and 
46.  The  input  ports  of  the  registers  45  and  46  are 
connected  to  the  data  bus  27-1,  and  the  output 
ports  are  connected  to  the  address  bus  27-2. 

The  operation  of  the  soft  arbitration  unit  29  will 
now  be  explained  in  detail  with  reference  to  the 
flowchart  of  FIG.  5. 

The  CPU  waits  for  an  interrupt  signal  to  be 
received  from  one  of  the  peripherals,  indicating  a 
request  for  the  use  of  a  DMA  channel.  If  the 
request  is  from  one  of  the  peripherals  having  its 
own  arbitration  circuit  28,  arbitration  and  DMA 
channel  acquisition  are  carried  out  in  the  manner 
described  in  the  above  mentioned  application.  On 
the  other  hand,  if  the  request  is  from  one  of  the 
peripherals  not  having  its  own  arbitration  circuit  28, 
that  is,  if  the  peripheral  making  the  request  is  one 
of  the  "soft  request"  peripherals,  a  channel  priority 
assignment,  corresponding  in  function  to  the  chan- 
nel  priority  assignments  for  peripherals  having  their 
own  arbitration  circuit  28,  is  sent  to  the  soft  arbiter 
31  .  The  same  channel  priority  assignment  value  is 
written  to  one  of  the  registers  32  and  33,  the  one 
chosen  being  dependent  upon  the  DMA  channel  to 
be  assigned  to  the  peripheral  should  it  "win"  the 
subsequent  arbitration  among  peripherals  for  an 
assignment. 

In  the  present  example,  two  registers  32  and 
33,  two  flip-flops  38  and  39,  two  registers  45  and 
46,  etc.,  are  provided  to  (1)  allow  arbitration  to  take 
place  simultaneously  between  two  different  periph- 

5  erals  having  no  arbitration  circuit  (in  which  case  the 
above  steps  should  of  course  be  repeated  for  the 
second  peripheral),  and  (2)  allow  a  choice  for  DMA 
channel  assignment  for  soft  request  peripherals 
between  two  different  DMA  channels,  channels  1 

io  and  0,  respectively,  (the  channels  corresponding  to 
DREQ1  and  DREQ0  on  the  DMA  controller  IC  50). 
Of  course,  other  numbers  of  these  devices  may  be 
employed  depending  upon  the  number  soft  request 
peripherals  accommodated  concurrently  and  the 

is  number  of  DMA  channels  to  be  made  available  to 
the  soft  request  peripherals. 

Further,  the  port  address  of  the  requesting 
peripheral  is  written  to  the  one  of  the  registers  45 
and  46  corresponding  to  the  selected  DMA  chan- 

20  nel,  (channels  1  and  0,  respectively).  A  signal 
+  ARB/-GRANT  on  the  control  bus  is  then  issued 
to  the  soft  arbiter  31.  (This  will  be  explained  in 
detail  below  with  reference  to  FIGS.  3  and  4.) 
Arbitration  among  peripherals,  both  those  with  their 

25  own  arbitration  circuits  and  those  without,  then 
takes  place  on  the  arbitration  bus  27-4. 

After  sufficient  time  has  passed  to  allow  the 
arbitration  process  to  be  completed,  a  signal  - 
SOFTPREEMPT  from  the  soft  arbiter  31  undergoes 

30  a  transition  to  the  "1  "  state.  If  a  soft  request 
peripheral  has  won  the  arbitration,  a  "1  "  will  appear 
at  the  output  of  one  of  the  comparators  34  and  35, 
and  a  "1  "  is  then  clocked  into  one  of  the  flip-flops 
38  and  39.  This  activates  one  of  the  DMA  channel 

35  request  lines  DREQ0  or  DREQ1  to  the  DMA  con- 
troller  IC  50.  The  request  will  be  acknowledged  by 
the  DMA  controller  IC  50  by  setting  the  corre- 
sponding  one  of  its  acknowledge  lines  -DACK0  and 
-DACK1  in  the  "0"  state.  When  the  signals  -IOR 

40  and  -IOW  are  in  the  "1  "  state,  indicating  that  DMA 
input/output  access  is  now  allowed,  the  respective 
one  of  the  registers  46  and  47  is  enabled  to  place 
the  peripheral  port  address  stored  therein  on  the 
address  bus  27-2.  A  DMA  data  transfer  then  is 

45  effected  in  a  manner  well-known  in  the  art. 
FIG.  3  is  a  logic  diagram  of  the  soft  arbiter  31. 
The  channel  priority  assignment  is  written  in 

the  register  92  when  a  decode  logic  61  detects  the 
respective  address.  This  operation  is  achieved  us- 

50  ing  an  ordinary  port  addressing  scheme.  With  the 
register  92  loaded  with  the  channel  priority  assign- 
ment,  when  the  CPU  sends  an  instruction  to  the 
decode  logic  61  that  a  soft  request  arbitration  cycle 
is  to  take  place,  a  SET  signal  is  produced  by  the 

55  decode  logic  61  which  clocks  a  flip-flop  62,  result- 
ing  in  the  signal  +  SOFTREQUEST  being  set  to  the 
active  state.  (See  Fig.  4.)  When  a  subsequent 
pulse  of  the  arbitration  period  marking  signal 

4 
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+  ARB/-GRANT  is  received,  a  flip-flop  63  is  cloc- 
ked,  issuing  the  signal  -SOFTPREEMPT.  Also,  the 
output  of  a  flip-flop  64  is  then  clocked  high,  activat- 
ing  the  signal  APRIO  which  causes  the  bus  arbiter 
80  to  place  the  channel  priority  assignment  on  the 
arbitration  bus. 

Arbitration  for  the  arbitration  bus  takes  place 
when  +ARB/-GRANT  is  active.  At  the  end  of  the 
arbitration  period  +ARB/-GRANT  returns  to  the  low 
state.  If  the  arbitration  bus  has  been  won,  the 
output  of  a  NAND  gate  85  in  the  bus  arbiter  80 
goes  low,  resetting  the  flip-flop  63  (via  an  OR  gate 
70  and  AND  gate  71),  hence  returning  - 
SOFTPREEMPT  to  its  inactive  (high)  state.  This 
transition  clocks  the  flip-flops  38  and  39,  sending  a 
request  signal  to  the  DMA  controller  IC  50.  the 
signal  APRIO  is  held  high  (to  keep  the  channel 
priority  assignment  on  the  arbitration  bus)  since 
both  inputs  to  an  AND  gate  72  are  high,  placing  a 
high  level  on  the  input  of  the  flip-flop  64.  The 
peripheral's  address  is  subsequently  placed  on  the 
address  bus  27-2  in  the  manner  already  described. 
When  the  data  transfer  has  been  completed,  -TC 
appears,  causing  the  generation  of  a  pulse  of  - 
TCC.  The  flip-flop  62  is  then  reset  (via  an  inverter 
67,  OR  gate  69  and  NOR  gate  66),  deactivating  the 
+  SOFTREQUEST  signal. 

The  bus  arbiter  80,  which  performs  the  actual 
arbitration  operation  on  the  arbitration  bus  27-4,  is 
a  circuit  as  disclosed  and  discussed  in  detail  in 
American  National  Standard/IEEE  Standard  No. 
ANSI/IEEE  Std  696-1983,  published  by  the  Institute 
of  Electrical  and  Electronics  Engineers,  Inc.,  June 
13,  1983.  In  general,  each  device  incorporated  in 
the  arbitration  scheme  is  provided  with  such  a 
circuit,  and  the  circuits  are  connected  together  via 
an  arbitration  bus.  The  arbitration  bus  in  the  exam- 
ple  shown  has  four  data  lines  TMA0  -  TMA3, 
allowing  for  16  different  arbitration  levels.  Any  de- 
sired  number  though  can  be  used.  During  a  des- 
ignated  arbitration  time  period,  all  devices  desiring 
to  gain  control  over  the  bus  transmit  their  arbitra- 
tion  levels  onto  the  bus.  This  occurs  when  the 
signal  APRIO  goes  to  the  "1  "  state.  That  is,  in  the 
present  instance,  the  value  then  held  in  the  register 
92  (the  channel  assignment  priority  value,  which  is 
the  arbitration  level  for  the  device)  is  gated  through 
the  AND  gates  91  to  the  bus  arbiter  80,  and  thence 
onto  the  arbitration  bus  lines  TMA0  -  TMA3.  At  the 
end  of  the  arbitration  period,  the  value  on  the  lines 
TMA0  -  TMA3  will  be  the  value  of  the  arbitration 
level  of  the  device  having  the  highest  level. 

Besides  providing  the  computer  system  with  a 
way  of  accommodating  peripherals  not  having  their 
own  arbitration  circuit,  the  invention  is  also  quite 
useful  as  a  diagnostics  tool. 

During  a  diagnostics  routine,  such  as  is  or- 
dinarily  performed  at  the  power-on  time,  for  in- 
stance,  each  DMA  channel  is  tested  in  sequence. 
That  is,  the  soft  request  DMA  routine  explained 

5  above  is  carried  out  in  sequence  for  each  channel. 
An  example  of  such  a  diagnostics  routine  will 

be  explained  with  reference  to  the  flowchart  of  FIG. 
6. 

To  test  all  DMA  channels  in  sequence,  the 
io  channel  number  is  first  set  to  0.  Since  the  channel 

number  is  less  than  the  total  number  of  DMA 
channels  provided  in  the  system,  the  channel  ad- 
dress,  count,  mode  and  mask  registers  are  written 
to.  Next,  the  arbitration  value  register,  namely,  the 

is  register  92  shown  in  Fig.  3,  is  written  to  with  the 
channel  number,  a  time  counter  is  set  to  0,  and 
control  signals  are  sent  to  the  decode  logic  61  of 
the  soft  arbiter  31  to  cause  the  +  SOFTREQUEST 
signal  to  go  to  the  "1  "  state,  thereby  to  trigger  a 

20  soft  request  arbitration  cycle.  If  the  time  counter 
has  not  exceeded  a  maximum  time  Tmax,  the  cur- 
rent  status  is  read  from  the  status  register  of  the 
DMA  controller  IC.  When  the  arbitration  cycle  has 
been  completed,  the  channel  address,  count,  mode 

25  and  mask  registers  are  read.  If  they  contain  the 
correct  values,  it  is  determined  that  the  channel  is 
operating  properly,  and  the  next  channel  is  tested 
in  the  same  manner.  If  not,  an  error  message  is 
displayed.  An  error  message  is  also  displayed  if 

30  the  time  counter  exceeds  Tmaxbefore  being  able  to 
read  the  correct  information  from  the  various  regis- 
ters. 

An  alternate  embodiment  of  the  invention  will 
be  described  with  reference  to  FIG.  7. 

35  Different  peripherals  can  transfer  (receive  and 
transmit)  data  at  different  maximum  rates.  If  a 
peripherals  maximum  data  transfer  rate  is  slower 
than  what  the  DMA  channel  is  capable  of,  it  could 
occur  that  a  peripheral  associated  with  the  soft 

40  request  arbitration  unit  would  be  overrun  with  in- 
coming  data.  To  prevent  this  from  occurring,  in 
accordance  with  the  alternate  embodiment  of  the 
invention,  the  interval  between  allowed  soft  request 
arbitration  cycles  is  controlled  in  such  a  manner 

45  that  the  peripheral  is  never  overrun  with  data. 
In  the  embodiment  depicted  in  FIG.  7,  this  is 

done  by  throttling  the  -SOFTPREEMPT  signal  so 
that  DMA  requests  can  be  generated  only  at  a 
predetermined  maximum  rate.  For  this  purpose,  an 

50  interrupt  signal  INT  is  generated  at  an  interval 
corresponding  to  the  desired  maximum  DMA  re- 
quest  rate.  When  the  signal  INT  is  received,  it 
clocks  a  flip-flop  51  .  The  output  of  the  flip-flop  52 
gates  the  -SOFTPREEMPT  signal  on  and  off  via  an 

55  OR  gate  52.  After  a  soft  request  cycle  has  been 
completed,  the  flip-flop  51  is  reset  by  one  of  the 

5 
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acknowledge  signals  -DACKO  and  -DACK1  via  an 
AND  gate  53.  No  further  soft  request  cycles  are 
permitted  until  the  signal  INT  again  appears. 

Claims 

1.  A  computer  system  comprising  a  central  pro- 
cessor  unit  (CPU)  (10),  a  direct  memory  ac- 
cess  controller  DMA  (12),  a  common  bus  (27) 
for  coupling  a  plurality  of  peripheral  devices 
(17,  18,  20-25)  to  the  DMA,  a  plurality  of  said 
peripheral  devices  each  including  arbitration 
means  (28)  to  send  arbitration  data  on  an 
arbitration  bus  (27-4)  for  determining  access  to 
said  common  bus  by  one  of  said  peripheral 
devices  requesting  access  to  a  DMA  channel 
in  accordance  with  the  arbitration  data  from  the 
device  arbitration  means,  a  central  arbitration 
control  circuit  (11)  to  determine  which  channel 
of  the  DMA  (12)  is  to  be  assigned  to  the 
winning  peripheral,  further  peripheral  devices 
(24)  which  include  no  such  arbitration  means 
and  which  are  connected  to  interrupt  the  pro- 
cessor  unit  (10)  to  indicate  a  request  for  the 
use  of  the  DMA,  and  a  soft  request  arbitration 
unit  (29)  which  receives  arbitration  data  related 
to  one  of  the  further  peripheral  devices  from 
the  CPU  when  interrupted  by  said  one  further 
peripheral  device,  said  soft  request  arbitration 
unit  being  operable  to  place  arbitration  data  on 
said  arbitration  bus  on  behalf  of  said  one  fur- 
ther  peripheral  device  in  response  to  said  ar- 
bitration  data  from  the  CPU. 

2.  A  computer  system  according  to  claim  1,  in 
which  said  soft  request  arbitration  unit  includes 
means  (32,  33)  for  storing  arbitration  data  from 
said  CPU  and  means  (34,  35)  for  comparing 
data  on  said  arbitration  bus  with  said  stored 
arbitration  data  for  selecting  a  DMA  channel 
when  the  compared  data  is  equal. 

3.  A  computer  system  according  to  claim  2,  in- 
cluding  a  plurality  of  said  means  for  sorting, 
and  said  means  for  comparing  and  selecting. 

4.  A  computer  system  according  to  claim  3,  in 
which  different  areas  of  said  means  (32,  33)  for 
storing  store  different  arbitration  data  from  the 
CPU  for  simultaneously  arbitrating  on  behalf  of 
a  plurality  of  the  peripheral  units. 

5.  A  computer  system  according  to  claim  3  or 
claim  4,  in  which  different  ones  of  said  means 
(32,  33)  for  storing  store  different  arbitration 
data  from  the  CPU  for  different  arbitration  lev- 
els  for  a  single  peripheral. 

6.  A  computer  system  according  to  any  of  the 
previous  claims  including  a  data  bus  (27-1) 
and  an  address  bus  (27-2)  interconnecting  the 
CPU  10  and  the  peripheral  devices,  said  soft 

5  request  arbitration  means  (29)  including  a  plu- 
rality  of  registers  (43,  46),  each  register  having 
an  input  port  coupled  to  said  data  bus  and  an 
output  port  coupled  to  said  address  bus  for 
placing  address  data  indicative  of  an  assigned 

io  peripheral  unit  for  communicating  with  an  as- 
signed  DMA  channel. 

Revendications 

is  1.  Systeme  d'ordinateur  comprenant  une  unite 
centrale  (UC)  (10),  un  controleur  d'acces  direct 
a  la  memoire  ADM  (12),  un  bus  commun  (27) 
pour  coupler  une  pluralite  de  dispositifs  peri- 
pheriques  (17;  18,  20  a  25)  au  controleur  d'ac- 

20  ces  direct  a  la  memoire,  une  pluralite  desdits 
dispositifs  peripheriques  comportant  chacun 
des  moyens  d'arbitrage  (28)  pour  envoyer  des 
donnees  d'arbitrage  sur  un  bus  d'arbitrage  (27- 
4)  pour  determiner  I'acces  audit  bus  commun 

25  par  un  desdits  dispositifs  peripheriques  qui 
demande  I'acces  a  un  canal  du  controleur 
d'acces  direct  a  la  memoire  en  conformite 
avec  les  donnees  d'arbitrage  provenant  des 
moyens  d'arbitrage  du  dispositif,  un  circuit  de 

30  commande  d'arbitrage  central  (11)  pour  deter- 
miner  quel  canal  du  controleur  d'acces  direct 
a  la  memoire  (12)  doit  etre  attribue  au  periphe- 
rique  vainqueur,  des  dispositifs  peripheriques 
supplementaires  qui  ne  comportent  pas  un  tel 

35  moyen  d'arbitrage  et  qui  sont  connectes  au 
systeme  d'interruption  de  I'unite  centrale  (10) 
pour  indiquer  une  demande  pour  I'utilisation  du 
controleur  d'acces  direct  a  la  memoire  et  une 
unite  d'arbitrage  de  demande  programmable 

40  (29)  qui  regoit  les  donnees  d'arbitrage  qui  se 
rapportent  a  un  des  dispositifs  peripheriques 
supplementaires  a  partir  de  I'unite  centrale 
lorsqu'interrompue  par  le  dispositif  peripheri- 
que  supplementaire,  ladite  unite  d'arbitrage  de 

45  demande  programmable  pouvant  agir  pour  pla- 
cer  les  donnees  d'arbitrage  sur  le  bus  d'arbi- 
trage  sous  le  nom  dudit  dispositif  peripherique 
supplementaire  en  reponse  auxdites  donnees 
d'arbitrage  provenant  de  I'unite  centrale. 

50 
2.  Systeme  d'ordinateur  selon  la  revendication  1, 

dans  lequel  ladite  unite  d'arbitrage  de  deman- 
de  programmable  comporte  des  moyens  (32, 
33),  pour  memoriser  les  donnees  d'arbitrage 

55  provenant  de  ladite  unite  centrale  et  des 
moyens  (34,  35)  pour  comparer  les  donnees 
sur  le  bus  d'arbitrage  avec  les  donnees  d'arbi- 
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trage  memorisees  pour  selectionner  un  canal 
du  controleur  d'acces  direct  a  la  memoire  lors- 
que  les  donnees  comparees  sont  egales. 

3.  Systeme  d'ordinateur  selon  la  revendication  2, 
comportant  une  pluralite  desdits  moyens  pour 
filtrer  et  desdits  moyens  pour  comparer  et 
selectionner. 

4.  Systeme  d'ordinateur  selon  la  revendication  3, 
dans  lequel  differentes  zones  desdits  moyens 
(32,  33)  pour  memoriser  memorisent  differen- 
tes  donnees  d'arbitrage  provenant  de  I'unite 
centrale  pour  arbitrer  simultanement  sur  le 
nom  d'une  pluralite  des  unites  peripheriques. 

5.  Systeme  d'ordinateur  selon  la  revendication  3 
ou  la  revendication  4,  dans  lequel  differents 
moyens  pour  memoriser  parmi  lesdits  moyens 
pour  memoriser  (32,  33)  memorisent  differen- 
tes  donnees  d'arbitrage  provenant  de  I'unite 
centrale  pour  differents  niveaux  d'arbitrage 
pour  un  seul  peripherique. 

6.  Systeme  d'ordinateur  selon  I'une  quelconque 
des  revendications  precedentes,  comportant 
un  bus  de  donnees  (27-1)  et  un  bus  d'adres- 
ses  (27-2)  interconnectant  I'unite  centrale  (10) 
et  les  dispositifs  peripheriques,  ledit  moyen 
d'arbitrage  de  demande  programmable  (29) 
comportant  une  pluralite  de  registres  (43,  46), 
chaque  registre  ayant  des  entrees  coupees 
audit  bus  de  donnees  et  des  sorties  couplees 
audit  bus  d'adresses  pour  placer  les  donnees 
d'adresse  indicatives  d'une  unite  peripherique 
attribute  pour  communication  avec  un  canal 
attribue  du  controleur  d'acces  direct  a  la  me- 
moire. 

Patentanspruche 

1.  Rechnersystem,  das  aufweist:  eine  Zentralein- 
heit  (CPU)  (10),  eine  Steuereinheit  (12)  mit 
direktem  Speicherzugriff  DMA,  einen  gemein- 
samen  Bus  (27)  zum  Verbinden  einer  Mehrzahl 
peripherer  Einrichtungen  (17,  18,  20-25)  mit 
der  DMA,  wobei  jede  aus  einer  Mehrzahl  der 
peripheren  Einrichtungen  Arbitrationsmittel  (28) 
aufweist,  urn  Arbitrationsdaten  auf  einem  Arbi- 
trationsbus  (27-4)  zu  senden,  urn  einen  Zugriff 
auf  den  gemeinsamen  Bus  von  einer  der  peri- 
pheren  Einrichtungen  zu  bestimmen,  die  einen 
Zugriff  auf  einen  DMA-Kanal  entsprechend  den 
Arbitrationsdaten  aus  den  Einrichtungsarbitra- 
tionsmitteln  anfordern,  eine  zentrale  Arbitra- 
tionssteuerschaltung  (11),  urn  zu  bestimmen, 
welcher  Kanal  der  DMA  (12)  der  gewinnenden 
Peripherieeinrichtung  zugewiesen  werden  soil, 

weitere  periphere  Einrichtungen  (24),  die  keine 
solche  Arbitrationsmittel  aufweisen  und  die 
zum  Unterbrechen  der  Zentraleinheit  (10)  ge- 
schaltet  sind,  urn  eine  Anforderung  fur  die  Ver- 

5  wendung  der  DMA  anzuzeigen  und  eine  Arbi- 
trationseinheit  (29)  fur  eine  Soft-Anforderung, 
die  zu  einer  der  weiteren  peripheren  Einrich- 
tungen  in  Beziehung  stehende  Arbitrationsda- 
ten  aus  der  CPU  empfangt,  wenn  von  der 

io  einen  weiteren  peripheren  Einrichtung  unter- 
brochen,  wobei  die  Arbitrationseinheit  fur  eine 
Soft-Anforderung  betriebsfahig  ist,  urn  Arbitra- 
tionsdaten  auf  dem  Arbitrationsbus  fur  die  eine 
weitere  periphere  Einrichtung  entsprechend 

is  den  Arbitrationsdaten  aus  der  CPU  zu  geben. 

2.  Rechnersystem  nach  Anspruch  1  ,  bei  welchem 
die  Arbitrationseinheit  fur  eine  Soft-Anforde- 
rung  aufweist:  Mittel  (32,  33),  urn  Arbitrations- 

20  daten  aus  der  CPU  zu  speichern  und  Mittel 
(34,  35),  urn  Daten  auf  dem  Arbitrationsbus  mit 
den  gespeicherten  Arbitrationsdaten  zu  verglei- 
chen,  urn  einen  DMA-Kanal  auszuwahlen, 
wenn  die  verglichenen  Daten  identisch  sind. 

25 
3.  Rechnersystem  nach  Anspruch  2,  das  eine 

Mehrzahl  der  Mittel  zum  Sortieren  und  der 
Mittel  zum  Vergleichen  und  Auswahlen  auf- 
weist. 

30 
4.  Rechnersystem  nach  Anspruch  3,  bei  welchem 

verschiedene  Bereiche  der  Mittel  (32,  33)  zum 
Speichern  verschiedene  Arbitrationsdaten  aus 
der  CPU  speichern,  urn  fur  eine  Mehrzahl  der 

35  peripheren  Einheiten  gleichzeitig  durch  eine 
Arbitration  zu  entscheiden. 

5.  Rechnersystem  nach  Anspruch  3  oder  An- 
spruch  4,  bei  welchem  verschiedene  der  Mittel 

40  (32,  33)  zum  Speichern  verschiedene  aus  der 
CPU  stammende  Arbitrationsdaten  fur  ver- 
schiedene  Arbitrationsebenen  fur  eine  einzelne 
Peripherieeinrichtung  speichern. 

45  6.  Rechnersystem  nach  irgendeinem  der  vorge- 
henden  Anspruche,  das  aufweist:  einen  Daten- 
bus  (27-1)  und  einen  Adre/Sbus  (27-2),  welche 
die  CPU  (10)  und  die  peripheren  Einrichtungen 
verbinden  und  die  Arbitrationsmittel  (20)  fur 

50  eine  Soft-Anforderung  mit  einer  Mehrzahl  von 
Registern  (43,  46)  versehen  sind,  wobei  jedes 
Register  aufweist:  einen  mit  dem  Datenbus 
verbundenen  Eingangsanschlu/S  und  einen  mit 
dem  Adre/Sbus  verbundenen  Ausgangsan- 

55  schlu/S,  urn  Adre/Sdaten  zu  vermitteln,  die  eine 
zugewiesene  periphere  Einheit  anzeigen,  urn 
mit  einem  zugewiesenen  DMA-Kanal  zu  kom- 
munizieren. 
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