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57 ABSTRACT 
A computer system can transfer data between a master 
subsystem and a slave subsystem on bus address lines as 
well as bus data lines during a high speed data transfer. 
Data is clocked during the high speed transfer by a high 
speed clock signal which is separate from a normal bus 
clock signal. Data is transferred at the maximum rate 
which can be handled by both the master subsystem and 
the slave subsystem. 
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DATA TRANSFER USING BUS ADDRESS LINES - 

CROSS REFERENCE TO RELATED 
APPLICATION 

The present application contains subject matter re 
lated to co-pending Application Ser, No. 07/297,773, 
entitled HIGH SPEED DATA TRANSFER ON A 
COMPUTER SYSTEM BUS, and Application Ser. 
No. 07/297,774, now abandoned entitled COMPUTER 
SYSTEM DMA TRANSFER, both filed on Jan. 13, 
1989 and assigned to the assignee hereof, and both of 
which are incorporated by reference herein. 

BACKGROUND OF THE INVENTION 

l. Technical Field 
The present invention relates generally to computer 

systems, and more specifically to data transfer on a 
computer bus. 

2. Background Art 
General purpose computer systems are usually de 

signed to transfer data between various subsystems over 
a shared data path known as a bus. The various subsys 
tems, such as a central processor, cache controller, and 
input/output (I/O) subsystems such as keyboard, video, 
and mass storage controllers may all be attached to a 
single system bus. The system main memory may also 
be attached to the system bus. In some systems, main 
memory is connected directly to the central processor, 
with the system bus being reserved for I/O data transfer 
through a DMA device or other I/O controller. 

Since a large amount of data is transferred between 
numerous subsystems on a single bus, the bus itself can 
often become a performance bottleneck for the overall 
system. Designing a system bus to be able to handle the 
heavy load placed upon it is a difficult task. The diffi 
culty of this task is increased in many systems because 
the precise nature of the equipment to be included in the 
system may not be known in advance to the bus de 
signer. Different subsystems, made by different manu 
facturers and having different performance specifica 
tions, may all be attached to a single system bus at the 
same time. 
The system bus must be designed to perform cor 

rectly regardless of which subsystems are attached to it. 
In practice, this usually means that a bus is designed to 
a "lowest common denominator', in which certain 
aspects of the bus design are chosen to sacrifice perfor 
mance in order to assure correct operation with all 
subsystems. 
The nature of subsystems to be attached to the system 

bus can vary. Some subsystems, such as keyboard I/O, 
usually transfer only a single character or word at one 
time. Other subsystems, such as video device control 
lers or DMA controllers attached to mass storage sub 
systems, usually transfer data in blocks of words. In 
order to support efficient transfer of block data, many 
system buses include a block transfer mode, also called 
a "burst mode" on some systems, which is designed for 
the express purpose of transferring blocks of consecu 
tive data words. When a block transfer is in effect, some 
of the standard bus control transactions are not used, 
which decreases bus overhead and increases the data 
transfer rate. 
Although block transfer modes allow blocks of data 

to be more efficiently transferred on a bus, the overall 
system bus performance is limited by the fact that all of 
the subsystems will be attached to the bus at all times. 

2 
Thus, bus performance limitations, which are included 
to allow some low performance subsystems to operate 
properly, prevent potentially higher performance sub 
systems from being able to transfer data at a higher rate. 
In traditional computer system bus designs it is not 
possible to have different subsystems transfer data over 
a single bus at different rates. It is also not possible to 
transfer data using word width greater than those used 
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for normal data transfers. 
It would therefore be desirable for a computer system 

bus to support a high speed data transfer protocol 
which did not interfere with the proper operation of 
low performance devices attached to the bus. It would 
be further desirable for the high speed data transfer 
protocol on such bus to accommodate subsystems hav 
ing different, predefined performance limitations, so 
that certain data transfers between subsystems could be 
made at a rate limited only by the subsystems involved 
in the transfer without regard to performance limita 
tions of other devices attached to the bus. It would also 
be desirable for the bus to increase the data transfer rate 
by transferring data on every available signal line. 

SUMMARY OF THE INVENTION 

It is therefore an object of the present invention to 
provide high speed block data transfer on a computer 
system bus between a master subsystem and a slave 
subsystem without such transfer affecting low speed 
devices attached to the bus. 

It is another object of the present invention to pro 
vide a high speed block data transfer on a computer 
system bus between a master subsystem and a slave 
subsystem wherein the data transfer rate can be varied 
to accommodate the maximum transfer speeds of the 
master subsystem and slave subsystem. 

It is a further object of the present invention to pro 
vide high speed block data transfer on a computer sys 
ten bus between a master subsystem and a slave subsys 
tem wherein the word width of the data transfer can be 
made larger than the number of data lines normally 
available on the bus. 

Therefore, according to the present invention, a com 
puter system bus includes a mechanism for a high speed 
block data transfer between a master subsystem and a 
slave subsystem. Several bus control signals are dedi 
cated specifically to this function. When a master sub 
system and a slave subsystem are both capable of sup 
porting a high speed block data transfer, such fact is 
communicated on the special control lines. Selected bus 
control signals are held in a preselected state so that the 
remaining devices attached to the bus are not affected 
by the high speed block data transfer. The high speed 
transfer increases the word width of the transferred 
data by using the bus address lines to transmit additional 
data. A starting address for the block is communicated 
at the beginning of the transfer and the address lines 
carry data for the remainder of the transfer. 
BRIEF DESCRIPTION OF THE DRAWINGS 
The novel features believed characteristic of the in 

vention are set forth in the appended claims. The inven 
tion itself however, as well as a preferred mode of use, 
and further objects and advantages thereof, will best be 
understood by reference to the following detailed de 
scription of an illustrative embodiment when read in 
conjunction with the accompanying drawings, wherein: 
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FIG. 1 is a block diagram showing a master subsys 
tem and a slave subsystem connected to a computer 
system bus; 
FIG. 2 is a flowchart illustrating operation of a high 

speed data transfer mode; 
FIG. 3 is a flowchart illustrating the operation of a 

bus master device; 
FIG. 4 is a flowchart illustrating operation of a bus 

slave device; and 
FIG. 5 is a timing diagram illustrating bus signal 

sequencing for a sample data transfer in high speed 
mode. 

DETALED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

The preferred embodiment of the invention which 
will now be described is based upon the microchannel 
bus which is incorporated in PS/2 microcomputer 
products available from IBM. Only the control signals 
necessary for illustrating the present invention are in 
cluded in this description; additional aspects of the bus 
upon which this description is based are available in 
published literature. 
FIG. 1 shows a computer system bus 10 with two 

attached subsystems 12, 14. For convenience, the bus 
signals are broken down into addressing signals ADDR, 
data signals DATA, and control signals CTRL. The 
addressing signals ADDR define memory locations 
within the memory map of the system. For systems such 
as the PS/2 family which have separate address spaces 
for system memory and I/O devices, the address signals 
ADDR also include a signal (not shown) indicating 
whether the current bus address is a memory address or 
an I/O address, 

In a high speed block data transfer according to the 
present invention, two devices are involved. One device 
12 coupled to the bus will be considered the bus master 
device, with the other device referred to as the bus 
slave device 14. Consistent with traditional usage, the 
bus master 12 is the subsystem which is in charge of the 
transfer. The slave 14 generates signals and may termi 
nate the transfer, but its control logic is generally sim 
pler than that of the master 12. 

In many systems, any given subsystem may be capa 
ble of both master and slave operation. In particular, 
subsystems which are capable of operating as a bus 
master are also usually capable of operating as a slave. 
Many simpler devices, such as memory subsystems, are 
only capable of operating as slaves. 
The high speed data transfer which will now be de 

scribed is referred to herein as a streaming data transfer. 
This terminology is used to distinguish this new transfer 
mechanism from previous block mode transfers which 
operate on different principles. 
The discussion of FIGS. 2, 3, 4, and 5 makes the 

assumption, in all cases, that the bus master can perform 
the described high speed transfer process. If the master 
cannot perform the high speed transfer, either by design 
or because of something in the master's current opera 
tional state, data transfer is performed in the normal 
mode used by the microchannel bus. 
FIG. 2 is a high level block diagram illustrating the 

data transfer process according to the present invention. 
First, a normal bus data transfer cycle begins 20. At this 
point, no decision has been made as to whether this 
cycle will be a normal data transfer or a streaming data 
transfer. After the cycle begins, the bus master deter 
mines whether the slave device supports streaming data 
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4. 
transfers 22. If not, a normal bus cycle is completed 24. 
If the slave does support streaming data, assuming that 
the master does also, a check is made 26 to see whether 
the transfer is complete. If it is not, data is transferred 28 
and control refers to step 26. During the time that con 
trol is looping between steps 26 and 28, the remaining 
devices attached to the bus can see only that the original 
bus cycle begun in step 20 has not yet completed. 
Therefore, they ignore any changing of signals which 
occurs during the block data transfer. 
Once the transfer is complete, as tested in step 26, the 

normal bus cycle completes 24. At this time, the remain 
ing devices on the bus again operate in normal fashion. 
It is possible that only a single data transfer will be made 
at the higher rate, in which case little or nothing is 
gained. However, the maximum number of data items 
which may be transferred can be quite large. In many 
systems, the maximum number will be determined by a 
bus timeout period. Since a data cycle is begun in step 
20, but has not yet completed, a typical bus timeout 
controller will think that the slave device has not re 
sponded at all. 
FIG. 3 and 4 are flowcharts illustrating operation of 

the bus master 12 and slave 14, respectively. Although 
steps are shown sequentially, some are actually per 
formed in parallel. For example, steps 34 and 38 in FIG. 
3 are actually performed simultaneously. Steps 40, 42, 
44, and 46 are also performed together. Such implemen 
tation details are performed in the same manner as pre 
viously done on the microchannel bus. 
FIG. 3 is a detailed flowchart illustrating operation of 

a bus master 12 as used with the preferred embodiment. 
If the master 12 does not support streaming data trans 
fers, it will simply operate in the normal mode. The 
flowchart of FIG. 3 illustrates the flow of control 
within a bus master 12 which does support streaming 
data transfers. 
At the beginning of a bus cycle, the master asserts the 

address and select signals 30. SELECT is a signal indi 
cating whether the address placed on the bus is a mem 
ory address or an IAO port address. Only a single ad 
dress must be asserted for a streaming data transfer. As 
will be described, the master 12 and the slave 14 both 
automatically increment an internal address each time a 
data item is transferred. This is somewhat analogous to 
prior art block transfers, in which a starting address and 
a count of the number of data items to be transferred are 
the only address related signals required by a DMA 
device. However, in prior art DMA transfers, the DMA 
controller typically asserts an address for each data item 
transferred. In the presently described system, both the 
master 12 and slave 14 increment addresses internally, 
so that the address bus is not used for addresses once the 
streaming data transfer begins. As described below, in 
the presently described system no block length is de 
fined in advance. Instead, either the master 12 or the 
slave 14 may terminate the transfer when it is complete. 

Shortly after the address is asserted, a READ/- 
WRITE signal is asserted 32. This indicates whether 
data will be transferred from the master 12 to the slave 
14 (write), or from the slave device 14 to the master 12 
(read). 

Next, an ADL signal is asserted 34. This signal indi 
cates that the address currently on the address lines of 
the bus 10 is valid, and typically causes the slave device 
14 to write the address into its internal buffers. Bus 
definitions typically specify a minimum delay period 












